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Introduction 

Understandably, much effort is being expended into 
analyzing “big data” to unleash its potentially enorm-
ous business value (McAfee et al., 2012; Wamba et al., 
2017). New data sources evolve, and new techniques for 
storing and analyzing large data sets are enabling many 
new applications, but the exact business value of any 
one big data application is often unclear. From a prac-
tical viewpoint, organizations still struggle to use data 
meaningfully or they lack the right competencies. Dif-
ferent types of analytics problems arise in an organiza-
tional context, depending on whether the starting point 
is a precise request from a department that only lacks 
required skills or capabilities (e.g., machine learning) or 
rather it stems from a principal interest in working with 
big data (e.g., no own infrastructure, no methodical ex-
perience). So far, clear strategies and process for value 
generation from data are often missing. 

Much literature addresses the technical and methodical 
implementation, the transformative strength of big data 
(Wamba et al., 2015), the enhancement of firm perform-
ance by building analytics capability (Akter et al., 2016; 
Wamba et al., 2015), or other managerial issues (Daven-
port & Harris, 2007; McAfee et al., 2012). Little work cov-
ers the transformation process from first ideas to ready 
analytics applications or in building analytics compet-
ence. This article seeks to address this gap. 

Analytics initiatives have several unique features. First, 
they require an explorative approach – the analysis does 
not start with specific requirements as in other projects 
but rather with an idea or data set. To assess the contri-
bution, ideation techniques and rapid prototyping are 
applied. This exploration plays a key role in developing 
a shared understanding and giving a big data initiative a 
strategic direction. Second, analytics projects in their 
early phase are bound to a complex interplay between 

Analyzing “big data” holds huge potential for generating business value. The ongoing 
advancement of tools and technology over recent years has created a new ecosystem 
full of opportunities for data-driven innovation. However, as the amount of available 
data rises to new heights, so too does complexity. Organizations are challenged to 
create the right contexts, by shaping interfaces and processes, and by asking the right 
questions to guide the data analysis. Lifting the innovation potential requires teaming 
and focus to efficiently assign available resources to the most promising initiatives. 
With reference to the innovation process, this article will concentrate on establishing a 
process for analytics projects from first ideas to realization (in most cases: a running 
application). The question we tackle is: what can the practical discourse on big data and 
analytics learn from innovation management? The insights presented in this article are 
built on our practical experiences in working with various clients. We will classify 
analytics projects as well as discuss common innovation barriers along this process. 

Listening to the data is important… but so is 
experience and intuition. After all, what is 
intuition at its best but large amounts of 
data of all kinds filtered through a human 
brain rather than a math model?

Steve Lohr
Technology and economics journalist
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different stakeholder interests, competencies, and view-
points. Learning is an integral part of these projects to 
build experience and competence with analytics. Third, 
analytics projects run in parallel to the existing informa-
tion technology (IT) infrastructure and deliver short 
scripts or strategic insights, which are then installed in 
larger IT projects. Due to a missing end-to-end target, 
data is not only to be extracted, transformed, and 
loaded, but also needs to be identified, classified, and 
partly structured. So, a general process for value genera-
tion needs to be established to guide analytics projects 
and address these issues. 

Here, we propose an exact configuration and series of 
steps to guide a big data analytics project. The lack of 
specified requirements and defined project goals in a 
big data analytics project (compared to a classic analyt-
ics project) make it challenging to structure the analyt-
ics process. Therefore, the linear innovation process 
serves as reference and orientation (Cooper, 1990). As 
Braganza and colleagues (2017) describe, for big data to 
be successfully integrated and implemented in an or-
ganization, clear and repeatable processes are required. 
Nevertheless, each analytics initiative is different and 
the process needs to flexible. Unfortunately, the literat-
ure rarely combines challenges in the analytics process 
with concepts from innovation management. Neverthe-
less, an integration of the concepts from innovation 
management could guide the analytics work of formu-
lating digital strategies, organizational anchoring of the 
analytics units and their functions, designing the ana-
lytics portfolio, as well as the underlying working prin-
ciples (e.g., rapid prototyping, ideation techniques). 

Thus, in this article, we will concentrate on the ques-
tion of what the practical discourse and work on analyt-
ics respectively implementing big data in organizations 

can learn from innovation management. A process for 
analytics innovation is introduced to guide the process 
from ideation to value generation. Emphasis is put on 
challenges during this process as well as different entry 
points. Thereby, we build on experience and insights 
from a number of analytics projects for different sectors 
and domains to derive recommendations for success-
fully implementing analytics solutions. 

We begin with a definition of big data and analytics. 
Next, we propose a process for a structured approach to 
retrieving value from data. Finally, we discuss the res-
ults and outline directions for future research. 

Big Data and Analytics 

In this section, we address the elementary angles from 
which the analytics value chain should be looked at 
(Figure 1): data, infrastructure, and analytics – and the 
business need as the driver. According to our under-
standing, value is generated by analyzing data within a 
certain context, with a problem statement related to a 
business requirement driving the need for innovation. 
Besides expertise in conducting data and analytics pro-
jects, this process requires a working infrastructure, es-
pecially when volume, velocity, or variety of data to be 
analyzed exceeds certain limits. Below, we describe the 
three technical angles in more detail. 

Data 
Big data is often defined with volume (how much data), 
velocity (speed of data generation), and variety as the 
diversity of data types (Chen & Zhang, 2014; Gandomi & 
Haider, 2015). Big data describes data collections of a 
size difficult to process with traditional data manage-
ment techniques. While many definitions of big data 
concentrate on the aspect of volume referring to the 
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Figure 1. Framework of data, infrastructure, analytics and business need



Technology Innovation Management Review March 2018 (Volume 8, Issue 3)

18timreview.ca

scale of data available, big data brings in particular het-
erogeneous formats and a broad spectrum of possible 
data sources. Examples are structured numeric data or 
unstructured data such as text, images, or videos. This 
variety and broad landscape of data sources offers many 
opportunities for generating insights. Moreover, the 
speed of data creation enables rapid insights in ongoing 
developments. 

Recent technical improvements (e.g., cloud computing, 
big data architectures) enable data to be analyzed and 
stored on a large scale. For many (new) types of data, 
their exact business value is unclear so far and requires 
systematic exploration. Available data is often messy, 
and even when cleaned up can be overwhelming and 
too complex to be easily understood, even by profes-
sional data scientists. The contribution of data is, of 
course, context specific and varies among business 
cases and applications. One key challenge is to identify 
data that best meets the business requirement. 

Analytics 
Data science is concerned with knowledge generation 
from data. Analytics or data science addresses the ex-
ploration of data sets with different quantitative meth-
ods motivated from statistical modelling (James et al., 
2015) or machine learning (Mitchell, 1997). Methods 
from different disciplines such as statistics, economics, 
or computer science find application to identify pat-
terns, influence factors, or dependencies. In contrast to 
business intelligence, analytics reaches further than de-
scriptive analytics (based on SQL) and often has a pre-
dictive component. Which method to apply depends on 
the exact business case. Analyzing data is restricted, for 
example, by a company’s internal policies as well as leg-
al restrictions and guidelines that vary among countries. 
Data quality and reliability are further issues. Data un-
derstanding and domain knowledge are key prerequis-
ites in the analysis process (e.g., Waller & Fawcett, 
2013), especially when model assumptions are made.

Concerning data analysis, there are primarily the follow-
ing opportunities for organizations: 

• Improved analysis of internal data: One example is 
forecasting methods that enhance expert-based plan-
ning approaches by additional figures. These methods 
build on existing databases such as business intelli-
gence systems, and they contribute new or further in-
sights to internal firm processes. 

• New combinations of data sets offer new insights, for 
example, through the combination of sensor data and 
user profiles. 

• Opening up to new or (so far) unused data sources 
(e.g., websites, open data) to identify potential for gen-
erating new insights. However, a context or applica-
tion is necessary to use the data. One example is social 
media data used for market observation. 

However, the core problem of analytics is to work out 
the guiding question and achieve a match between 
business need, data source, and analysis as discussed 
later in the article. 

IT infrastructure 
Relevant for the successful implementation of analytics 
is the adaption of the IT infrastructure to embed analyt-
ics solutions and integrate different data sources. The 
core layers of an IT infrastructure are the following: 

1. Data ingestion layer: This layer covers the data trans-
fer from a source system to an analytics environ-
ment. Therefore, a toolset and a corresponding 
process need to be defined. Traditional extract, trans-
form, load (ETL) tools and relational databases are 
combined with Hadoop/big data setups covering, in 
particular, scenarios caused by less structured, high 
volume, or streamed data. Analytics use cases build 
on data from data warehouses to fully unstructured 
data. This breadth challenges classic architectures 
and requires adaptable schemes. Which data sources 
to integrate depends on the specific application. 

2. Data value exploration layer: Based on the business 
need and corresponding use case, data is investig-
ated, tested, and sampled in this layer. Depending on 
the complexity and business question, an appropri-
ate analytics scheme is developed. Business and ex-
plorative analysis based on online analytical 
processing (OLAP) models in memory technologies 
are supplemented or expanded by using advanced 
analytics methods and integrating (e.g., R or Python 
plugins). 

3. Data consumption layer: Here, the results are used 
for visualization, for example. The end user can con-
sume the data or service without deep technical under-
standing (e.g., for self-service business intelligence). 

Data Science as an Innovation Challenge: From Big Data to Value Proposition
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Modern approaches require structures that are adapt-
able and scalable to different requirements and data 
sources. Factors such as system performance, cost effi-
ciency, and overall enterprise infrastructure strategy 
must be taken into consideration. 

From Data to Value: Turning Ideas into
Applications 

Organizations still struggle to use data meaningfully or 
lack the right competencies. One of the key challenges 
in analytics projects is identifying the business need 
and the guiding questions. Principally, different types 
of analytics problems arise in an organizational context 
ranging from precise requests that only lack specific 
capabilities to a principal interest in working with big 
data (e.g., no own infrastructure, expert-based ap-
proaches). This approach implies different starting 
points for the analytics process and different innova-
tion pathways, both of which are described later in this 
article. 

What is the starting point? 
The starting point for each analytics initiative varies. Ac-
cording to the four points mentioned above, the “state 
of the art” for each one needs to be assessed individu-
ally to estimate the analytics maturity: 

1. Business need: From case to case, the precision of 
the problem description and scope varies. For some 
cases, the leading question and scope guiding the 
analysis phase are formulated very precisely and for 
other cases it needs to be worked out and refined 
during the process. 

2. Data: The data to be used in the project can be 
defined or an appropriate source is not yet clear. The 
size and quality of the data essentially determine the 
progress of the further process. Parameters are, for ex-
ample, structure (i.e., pre-processing effort) or the 
size of the data set (e.g., one CSV file or a large data-
base). 

3. Analytics: Which methods to apply differs from case 
to case and must be tested and explored. 

4. Infrastructure: The current (technical) state of the 
business unit (e.g., own data warehouse, reporting 
system) or own (human) resources and competencies 
is a further important aspect in classifying requests. 

These four angles can be rated differently with reference 
to the maturity level of the analytics request. Based on 
our experience, three scenarios, representing different 
maturity levels, can be distinguished (Figure 2):

1. In scenario 1, the data analysis is motivated by a 
defined requirement such as market observation dur-
ing the rollout of a new product. The appropriate 
data source needs to be identified. The data missing 
so far implies that the precise analysis cannot be 
defined and also that there is no existing infrastruc-
ture. Ideas need to be developed as to which data 
sources could be relevant and which issues can be re-
solved on this basis. Then, different methods from 
data analysis are applied to generate new insights. 

2. In scenario 2, the data source and infrastructure are 
clearly defined, and the specific questions need to be 

Figure 2. Classifying analytics requests: Three maturity levels 
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identified. One application is assessing the contribu-
tion of a specific data source that has not been profes-
sionally analyzed so far, for example, by means of 
machine learning. For instance, the business unit has 
an internal database, considers new methods, and 
wants to further develop a business intelligence system 
by adding a forecasting component. In this case, the 
scope is clearer than in the first scenario and straight 
away an explorative data analysis can be started. 

3. In scenario 3, there is a precise analytical problem 
that needs to be professionalized. A first draft shows 
promising results and the solution can, as a next step, 
be upscaled. Guidance in making architectural de-
cisions is needed.

These three scenarios are exemplary starting points for 
analytics projects. The following section describes the 
implications for the innovation process and outlines dif-
ferent challenges and barriers. 

The analytics process 
To succeed with analytics, the process from data to 
value must be structured to be integrated in the existing 
organization. For example, Braganza and colleagues 
(2017) examine the management of organizational re-
sources in big data initiatives. They stress the import-
ance of systematic approaches and processes to 
operationalize big data. 

Related work on analytics processes has a focus on ser-
vice design (Meierhofer & Meier, 2017) or concentrates 
on the methodical part of analyzing data (e.g., Cielen & 
Meysman, 2016). The process, as introduced by 
Braganza and colleagues (2017), is too linear and does 
not address the systemic complexity of data analysis 
and necessary stakeholder discourse. To cover these is-
sues, structuring the analytics process can be linked to 
the classic linear innovation process (Cooper, 1990; 
Salerno et al., 2015).

In our work, to guide the analytics process from 
ideation, scoping, and identifying a data set to value 
generation, a process with four phases is introduced. 
Taking the classic innovation funnel as starting point, 
this concept is transferred to the context of analytics. 
The process is divided in four parts: i) idea generation, 
ii) proof of concepts (PoCs) are conducted to test these 
ideas, iii) the successful PoCs are implemented and 
tested, and, finally, iv) they become available as a 
product or service. Based on a first idea or requirement, 
the process is initialized, while the number of ideas or 
projects is reduced within each phase. Each phase has 
tasks as well as barriers or filters that need to be passed 
to continue in the process chain. 

The three scenarios described above are assessed differ-
ently concerning their maturity as illustrated in the pro-
cess in Figure 3. Scenario 1 is in a very early stage of 

Figure 3. Phases of the analytics process 
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idea generation and many open questions need to be 
addressed. Scenario 2 is more concrete and many more 
issues are resolved than in scenario 1. However, initiat-
ing questions need to be developed before a PoC can be 
conducted. Scenario 3 builds on a running system, so it 
is located in the phase of testing and operationalization 
(phase 3). 

For each phase, different challenges arise. While related 
work emphasizes data-related challenges such as data 
acquisition, cleansing or aggregation (Sivarajah et al., 
2017), this work focuses on process challenges.

Phase 1: Idea generation 
Orientating analytics projects begins with an ideation 
phase. Here, the key challenge is to gather ideas and 
discuss relevant business problems (see also Provost & 
Fawcett, 2013). Idea generation plays a key role in devel-
oping a shared understanding, challenging existing as-
sumptions, orientating big data initiatives, and 
identifying aspects that can be solved with analytics. 
For example, design thinking is applied as a systematic 
approach to problem solving (Liedtka & Ogilvie, 2011) 
and supports a structured ideation process. Problems 
of the business unit are collected and matched with the 
scope of analytics (e.g., technical feasibility, input para-
meters, and methodical requirements). The ideation 
phase is iterative. Initially, the general project object-

ives guide the first ideation round, which aims at get-
ting an overview of present challenges and needs of the 
business unit. This is in line with identifying appropri-
ate data sets. Then, the feasibility of the ideas must be 
checked by experts and the ideas are then selected for 
prototyping. 

From an organizational perspective, involvement of de-
cision makers from all hierarchy levels is a must. Top 
management is required to resolve conflicts of interest 
and to create a sense of urgency, middle management 
is required to free experts from daily work and onboard 
stakeholders into their particular roles, whereas the ex-
pert knowledge of operative specialists is key to detail-
ing the guiding question and checking the feasibility. 

A portfolio is drawn to select the ideas that are con-
sidered in the PoC phase. Innovation portfolios provide 
a coherent basis for judging the possible impact of 
ideas (Tidd & Bessant, 2013). They separate ideas into 
areas and indicate which ideas to prioritize. For the ex-
emplary case as illustrated in Figure 4, the ideas are 
rated and assessed according to three categories: feasib-
ility (x-axis), value creation (y-axis), and overall relev-
ance (size of the node). Feasibility contains aspects 
such as data availability, time to access data, or the ex-
pected complexity of the task. Value creation addresses 
the expected business value and underlines ideas with 

Figure 4. Portfolio for selecting ideas 
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a high expected contribution. The overall relevance is 
used to emphasize which ideas are expected to have 
greater impact on the problem at hand. So, for ex-
ample, idea 3 has a high expected feasibility, but the 
created value is expected to be low. By contrast, idea 4 
and idea 8 are bound to a higher expectation concern-
ing value creation and should therefore be prioritized 
in the next phase. 

Besides the portfolio-based selection process, ideas are 
filtered during the first phase, for example, because 
there is no data available to address the problem, the 
data must be raised first (e.g., implementation of addi-
tional sensors), or access is denied (e.g., internal 
policies, legal restrictions). So, appropriate data sources 
need to be identified and access needs to be granted for 
a reliable yet efficient assessment of business needs 
and data applicability. 

As an organizational barrier, the right experts need to 
be identified and freed of their daily work such that 
they are available for analytics projects. During the 
ideation process, the right balance between creativity 
and focus is important as well as bridging the gaps 
between diverse knowledge areas to ask the right ques-
tions. 

The outcome of this first phase are ideas plus the data 
sources on which basis the problems can be examined; 
a mapping of problems or ideas and data sources is re-
quired. In the first phase, strong facilitators are needed 

to guide through the process. In addition, someone with 
methodical expertise to check the technical feasibility of 
the ideas considered as well as business understanding 
are important. The ideas and data are only discussed; no 
examination takes place. This is done in the next step. 

Another issue that needs to be clarified in this early 
phase are data security and data protection. Each coun-
try has individual regulations that limit the analysis. 

Phase 2: Proof of concept 
To test the ideas, prototypes are built and PoCs are con-
ducted. PoCs are a first examination of the data set to 
see if a raised question can be answered based on the 
available data or not. 

This phase is described in Figure 5: based on the defined 
scope from the previous phase, access to the data must 
be granted, the data is explored and analyzed, and fi-
nally the results are communicated. 

As described above, this phase begins with a project 
goal or problem description (business need). Whereas 
classic IT development starts with requirements, analyt-
ics often starts in an explorative way with a dataset and 
a hypothesis. Specific requirements are generated dur-
ing the analysis process. So, the PoC phase can only 
start with data or when data is available. Getting the 
data or retrieving it from existing systems is among the 
first steps in a PoC. Here, access barriers such as legal is-
sues or organizational constraints need to be checked. 

Figure 5. The analytics process 
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So, for example, depending on the type of data (e.g., 
personal data, machine data, market figures), the ana-
lysis should be in line with these restrictions. 

Next, the data is explored for a deeper understanding. 
Here, the data is transformed to a suitable format for 
further analysis. This step contains data preparation 
and cleaning, and the first descriptive analysis is con-
ducted. 

The data is then analyzed for patterns and dependen-
cies during the modelling phase to answer the ques-
tions raised. Different methods and algorithms are 
tested and the results are validated in an iterative pro-
cess of variable selection, model selection, model adap-
tion, and validation. 

Finally, the results are communicated. A PoC gives a 
first orientation on the potential in the data with an em-
phasis on strengths and weaknesses. Possible results 
are that different modelling techniques do not deliver a 
valid result, the data quality does not allow modelling, 
or there is not enough data for a significant statement. 
This is finally the basis for planning and communicat-
ing next steps and coordinating further actions. 

Concerning the presentation of the results, different 
visualization techniques can be applied working with 
tools like such as Tableau, QlikView or different open 
source platforms. Especially to develop an understand-
ing of the data, descriptive data analysis is helpful. Nev-
ertheless, many models and techniques from advanced 
analytics deliver figures that cannot be captured by in-
tuitive visualizations. 

PoCs have a short duration of maybe 6–8 weeks. Be-
sides getting access to the necessary data or extracting 
data from relevant sources, among the key challenges 
in this phase are data quality, data ownership, and data 
understanding. Further barriers are cleansing and 
munging of the data to a format that can be processed 
and to apply the right models. Furthermore, business 
understanding is key to retrieving valuable insights 
from the data and achieving outcomes that are not only 
plausible but relevant for the business. Another issue is 
the lack of experience with analytics and the required 
agility in implementing the results.

Phase 3 & 4: Operationalization 
Then, the PoC results are integrated into a professional 
IT infrastructure. Prototyped results need to be pre-
pared for operationalization and transformed to an ap-

plication. The main question to answer is: Is the model 
scalable and can results achieved so far be applied to a 
larger data set? Adjustments have to be made so that a 
resulting application can be maintained by an IT ser-
vice organization without continued support from data 
scientists. Event or time-based data flows have to be es-
tablished and, together with the final application, need 
to be aligned with compliance, security, and data pri-
vacy requirements. Test management and service-level 
agreements for incident handling and application 
changes need to be agreed on as well as product and 
portfolio management functions in case the tool or ap-
plication is meant to assume a strategic, long-term role. 

Barriers include, for example, the required budget, 
overly complex tests, standards, and compliance. To-
gether, the integration in IT management and alloca-
tion of tasks to the IT department represent another 
issue. This relates to switching from an agile, iterative 
working model to stable operations and scaling the ana-
lytical model and transferring it to maintainable code. 

Generally, great effort is required in transforming the 
PoC prototype into a professional infrastructure. Fur-
ther barriers during operationalization are, for ex-
ample, establishing support and service management 
functions, achieving acceptance among the user base, 
developing adequate training concepts, and transfer-
ring knowledge required to maintain, test, and develop 
the application. 

Discussion and Conclusion 

Generally, the challenge for organizations lies in defin-
ing strategies for value generation from the large 
amount of available data sets. In this article, we dis-
cussed how to retrieve value from data and introduced 
a systematic process that analytics projects follow. 
First, we described the fundamental building blocks for 
value creation: business need, data, infrastructure, and 
analytics. Then, we described the process from ideation 
to market ready applications. According to the maturity 
state of the project, the process can be entered at differ-
ent stages. The four phases of this process were de-
scribed with emphasis on the specific barriers. This 
model is oriented towards a stage-gate model (Cooper, 
1990) for analytics processes and aims to structure and 
systematize explorative analytics approaches.

Analytics and big data are not only a technical chal-
lenge but impact the whole organization and its pro-
cesses. For being successful with analytics, less effort 
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should be spent on building complex and sophistic-
ated models but instead on integrating the results into 
the existing (technical) infrastructure and processes. 
For the prototype being professionalized, the results 
must be accepted and understood, and the business 
unit should be continuously involved in the process. 
Moreover, the right set of people and skills is neces-
sary: not only are data scientists with competencies in 
machine learning and statistical modelling required 
(Mikalef et al., 2017), but also IT specialists and busi-
ness understanding in general. In addition, value is 
only generated from data if the analysis is integrated 
into an overall framework of skills and competencies 
and the analytics initiative is embedded in a business 
application.

The results of this article can be transferred to organiz-
ations of different sizes and levels of experience when 
building analytics capabilities. The process as de-
scribed in this work guides through analytics projects 
and illustrates the differences to known IT manage-
ment approaches. By principally discussing the mean-
ing of innovation for analytics, this work contributes to 
the evolving literature on digital innovation manage-
ment (Nambisan et al., 2017). In our work, we have out-
lined an approach for data-driven innovation. 

Future work should examine the decisions in organiz-
ing analytics. This covers aspects as roles and respons-
ibilities, team structures, leading analytics teams, or 
the organizational embedding of analytics units in the 
organization. The results of this work should be linked 
to the extensive research on analytics capability, which 
are often classified along the dimensions of manage-
ment, technology, and human capability (Akter et al., 
2016; Mikalef et al., 2017). Throughout the process, as 
introduced in this work, the understanding of analytics 
becomes clearer. So, its contribution to organizational 
learning, skill development, developing a shared un-
derstanding, and building analytics capability should 
be examined. For example, according to Davenport 
and Harris (2007), this analytics learning process needs 
around 18–36 months. From a technical point of view, 
in particular the integration of analytics solution into 
the overall IT landscape, the professionalization of pro-
totypes and change of established processes remain 
challenging. 
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