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Overview

The Technology Innovation Management Review (TIM 
Review) provides insights about the issues and emerging 
trends relevant to launching and growing technology 
businesses. The TIM Review focuses on the theories, 
strategies, and tools that help small and large technology 
companies succeed.

Our readers are looking for practical ideas they can apply 
within their own organizations. The TIM Review brings 
together diverse viewpoints – from academics, entrepren-
eurs, companies of all sizes, the public sector, the com-
munity sector, and others – to bridge the gap between 
theory and practice. In particular, we focus on the topics 
of technology and global entrepreneurship in small and 
large companies.

We welcome input from readers into upcoming 
themes. Please visit timreview.ca to suggest themes and 
nominate authors and guest editors.

Contribute

Contribute to the TIM Review in the following ways:

• Read and comment on articles.  

• Review the upcoming themes and tell us what topics

   you would like to see covered.

• Write an article for a future issue; see the author

   guidelines and editorial process for details.

• Recommend colleagues as authors or guest editors.

• Give feedback on the website or any other aspect of this

   publication.

• Sponsor or advertise in the TIM Review.

• Tell a friend or colleague about the TIM Review.

Please contact the Editor if you have any questions or 
comments: timreview.ca/contact

About TIM

The TIM Review has international contributors and 
readers, and it is published in association with the 
Technology Innovation Management program (TIM; 
timprogram.ca), an international graduate program at 
Carleton University in Ottawa, Canada.
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Editorial: Cybersecurity
Chris McPhee, Editor-in-Chief

Dan Craigen, Guest Editor

From the Editor-in-Chief

Welcome to the February 2016 issue of the Technology 
Innovation Management Review. This month's editorial 
theme is Cybersecurity, and I am pleased to welcome 
guest editor Dan Craigen, Science Advisor at the
Communications Security Establishment and Visiting 
Scholar at Carleton’s Technology Innovation Manage-
ment Program in Ottawa, Canada. 

In addition to four articles on cybersecurity, this issue 
also includes a summary of the first TIM Lecture of 
2016, which was held in celebration of the TIM
Review's 100th issue (timreview.ca/issue/2015/november). 
Peter Carbone and Sean Silcoff shared lessons from 
studying key factors that have led to success and failure 
in technology businesses. This event also marked the 
launch of a new book comprising of the journal's 15 
most popular articles as the latest installment in the 
Best of TIM Review book series (timbooks.ca).

We hope you enjoy this issue of the TIM Review and 
will share your comments online. For upcoming issues, 
we welcome your submissions of articles on technology 
entrepreneurship, innovation management, and other 
topics relevant to launching and growing technology 
companies and solving practical problems in emerging 
domains. Please contact us (timreview.ca/contact) with po-
tential article topics and submissions.

Chris McPhee
Editor-in-Chief

From the Guest Editor

It is my pleasure to be the guest editor for the February 
2016 issue of the TIM Review. This is the seventh issue 
on the theme of Cybersecurity published in the TIM Re-
view since July 2013. 

On reviewing the seven issues (timreview.ca/issue-archive), 
one finds a breadth of cybersecurity research drawing, 
at times, from atypical sources. Examples include: i) the 
application of design science, ii) the utilization of club 
theory, iii) a description of crimeware marketplaces and 
their facilitating technologies, and iv) an investigation 
of effective digital channel marketing for cybersecurity 
solutions. It is through these kinds of multidisciplinary 
thinking that novel insights potentially arise. This issue 
continues the trend of multidisciplinary thinking 
through, for example, the proposal to use crowd-
sourcing for (cybersecurity) literature reviews and the 
use of a general model to understand the modes suppli-
ers use to deliver of goods and services, which is applied 
to the context of malware. 

In the first article, Michael Weiss discusses the applica-
tion of crowdsourcing to literature reviews in new do-
mains. Informed by recent literature reviews in 
cybersecurity and a discussion on the goals and types of 
literature reviews, Weiss develops design principles and 
a conceptual model for a platform for crowdsourcing lit-
erature reviews. A prototype of the platform is currently 
being implemented.

Next, Tony Bailetti, Mahmoud Gad, and Ahmed Shah 
introduce and define the concept of “intrusion learn-
ing”. Intrusion learning is an emergent discipline that 
draws from machine learning, intrusion detection, and 
streaming network data. The expectation is that intru-
sion learning will significantly improve enterprise peri-
meter protection. 

In the third article, Tony Bailetti and Mahmoud Gad 
apply a formal model to analyze the modes by which 
malware suppliers provide goods and services to their 
clients. A formal approach to characterizing the modes 
in which malware suppliers function will enhance capa-
city to mitigate cyberattacks. 

http://timreview.ca/contact
http://timreview.ca/issue/2015/november
http://timbooks.ca
http://timreview.ca/issue-archive
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Finally, Ahmed Shah, Selman Selman, and Ibrahim 
Abualhaol examine open source cybersecurity pack-
ages to determine whether there are license compliance 
issues that could potentially result in expensive remedi-
ation costs, damage to a company’s reputation, and 
costly legal fees. Of the 343 open source cybersecurity 
tools that they examined, four were found to include re-
strictive licenses.

The authors of the four articles in this issue are all asso-
ciated with Carleton University's Technology Innova-
tion Management program or the VENUS Cybersecurity 
Corporation:

• Ibrahim Abualhaol is a graduate of the Technology In-
novation Management program.

• Tony Bailetti is an Associate Professor in the Sprott 
School of Business and the Department of Systems 
and Computer Engineering at Carleton University, 
and he is the Director of the Technology Innovation 
Management program.

• Mahmoud Gad is a research associate with the VENUS 
Cybersecurity Corporation.

• Selman Selman is a software engineer with the Soft-
ware Integrity Group at Synopsys and a graduate stu-
dent in the Technology Innovation Management 
Program.

• Ahmed Shah is a graduate student in the Technology 
Innovation Management Program.

• Michael Weiss is an Associate Professor in the Depart-
ment of Systems and Computer Engineering at Car-
leton University, and a faculty member in the 
Technology Innovation Management Program.

I hope that you enjoy this seventh issue on the theme of 
Cybersecurity.

Dan Craigen
Guest Editor

Editorial: Cybersecurity
Chris McPhee and Dan Craigen
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Crowdsourcing Literature Reviews
in New Domains

Michael Weiss

Introduction

A standard approach to exploring a domain is to con-
duct a literature review. However, conducting a literat-
ure review in a new domain presents unique 
challenges. Whereas in an existing domain, researchers 
can use established classifications of knowledge to 
guide their search for and interpretation of the literat-
ure, this is not the case for a new domain that lacks 
such classifications. In a new domain, the literature is 
typically broad, fragmented, and, at the same time, 
growing quickly. The task of the researcher is to make 
sense of evidence when it does not fit existing models 
and classifications. Encountering such evidence forces 
them to extend existing knowledge.

This article first examines the characteristics of new do-
mains and summarizes lessons from conducting two lit-
erature reviews in new domains. It then reviews the 
goals and types of literature reviews and the typical 
structure of a systematic narrative literature review. 
Third, it introduces crowdsourcing as a technique for 
leveraging groups of people to solve complex tasks and 

examines the problems crowdsourcing can solve. The 
article then presents a design for crowdsourcing the cre-
ation of literature reviews to collect evidence and syn-
thesize it into insights in a new domain. The article 
closes with the identification of challenges and open 
questions when using this new approach.

Exploring New Domains

Exploring a new domain can be conceptualized as look-
ing for anomalies in the evidence that cannot be ex-
plained by what is already known, and subsequently 
building models and classifications that incorporate 
this evidence. A particular challenge in exploring a new 
domain is that the very criteria for searching the do-
main are co-evolving with our understanding of the do-
main. At the outset of the literature review, there are 
few established criteria for what the researchers should 
be looking for, something that Lin and colleagues 
(2014), in their study on crowdsourcing the search for 
Genghis Khan's tomb, refer to as a “needle in a hay-
stack problem where the appearance of the needle is 
unknown”. 

Conducting a literature review in new domains presents unique challenges. The literature 
in a new domain is typically broad, fragmented, and growing quickly. Because little is 
known about the new domain, the literature review cannot be guided by established classi-
fications of knowledge, unlike in an existing domain. Rather, it will be driven by evidence 
that challenges and extends existing knowledge. In a way, exploring a new domain means 
looking for anomalies in the evidence that cannot be explained by what is already known. 
This article summarizes lessons from conducting two literature reviews in new domains in 
the area of cybersecurity. It then presents a design for using leader-driven crowdsourcing 
to collect evidence and synthesize it into insights in a new domain. The article will be relev-
ant to those who are exploring a new domain, in particular students, researchers, and mem-
bers of R&D projects in industry.

This is a needle in a haystack problem where 
the appearance of the needle is unknown.

Lin et al. (2014)

“ ”
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Michael Weiss

Searching for unknowns
Very little is known about what the key concepts in the 
new domain are. Thus, researchers should not limit 
their search criteria to what can be ‘‘expected’’ based 
on existing literature. As observed by Attenberg, Ipeirot-
is, and Provost (2011), organizations make decisions 
based on explicit or implicit models of the world. While 
it is important to understand where these models have 
limitations and can be improved, it is often not clear 
when these models are limited. In other words, we of-
ten don't know what we don't know.

From requirements engineering, we also know that ig-
norance of a domain often has advantages (Berry, 
1995). It allows a requirements analyst to uncover un-
stated assumptions that domain experts have come to 
accept. Experts have tacit knowledge of a domain (as-
pects of the domain they take for granted), whereas an 
ignorant “newbie” in the domain would have to think 
about those aspects explicitly and evaluate them from 
first principles (Mehrotra & Berry, 2012). We consider 
this outsider's perspective as the “newbie's advantage”.

Attenberg and colleagues (2011) also recognize the ad-
vantage of a non-expert's perspective. They found that 
non-experts can easily find holes in decision models 
that pass “standard” tests used by experts. These holes 
in an organization's decision model correspond to situ-
ations where the model is confident but wrong (these 
are “unknown unknowns”), not where the model is un-
certain (“known unknowns”). From these observations, 
we conclude that, in a new domain, researchers should 
especially be looking for areas in the existing know-
ledge that are supposedly firmly established. This is 
where the biggest blind spots may lie.

Lessons from two literature reviews in new domains
The author had an opportunity to observe two teams 
conducting literature reviews in new domains within 
the area of cybersecurity (see the Acknowledgements). 
The teams consisted of experienced researchers and 
graduate students and early-career researchers. All 
team members had prior experience writing traditional 
literature reviews. The key observations were:

1. Fragmentation and size of domain: There were not 
yet established classifications of the knowledge in 
the new domains and the knowledge appeared frag-
mented. This observation was more apparent in one 
of the reviews, which lacked a reference point for 
starting the literature search.

2. Evolving search criteria: Questions drive the search 
for evidence and the search criteria evolve with the 
understanding of the domain. Competing interpret-
ations require adjustments to the search criteria.

3. Output  of  literature  review:  The  intent  of  the liter-
ature review is to obtain a sense of the future evolu-
tion of the domain, and to identify gaps and 
challenges. While, in some sense, every literature re-
views strives to achieve those goals, a literature re-
view in a new domain will put more emphasis on 
these aspects. Our understanding of a new domain 
starts with gaps in and challenges to the existing lit-
erature.

4. Grounded in examples: The review is grounded in ex-
amples of the phenomenon investigated.

5. Non-traditional  sources  of  literature:  Because  the 
domain is still evolving, other sources than tradition-
al conference and journal papers need to be con-
sidered (e.g., online presentations and news 
articles).

6. Diversity: In these two cases, the team consisted of 
generalists and specialists. The generalists in the 
team had a broad background in technology and in-
novation, whereas the specialists had expertise in cy-
bersecurity. However, none of them had specific 
expertise in the emerging domains.

7. Modularity:  The  search  and  interpretation  of liter-
ature was chunked into independent pieces. This 
observation is more applicable to one of the re-
views, where scoping the domain into subdomains 
helped focus the review process.

8. Leader-driven  scoping  and  synthesis:  Questions 
(scoping) and synthesis of the answers were driven 
by one individual (an experienced researcher), who 
took a lead role in the literature review process.

Table 1 summarizes the evidence for these observa-
tions, which the author solicited by email from the 
team members. The team members were presented 
with an initial version of the eight observations above 
and asked to comment on them. The quotations are 
provided as they appeared in the emails, except for 
correcting obvious spelling or grammatical errors.
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Table 1. Evidence collected from the authors of two literature reviews in new domains
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Crowdsourcing Literature Reviews in New Domains
Michael Weiss

Goals and Types of Literature Reviews

A literature review aims to summarize the current 
knowledge on a given topic based on previously pub-
lished research. The authors of a literature review 
search through the literature, retrieve sources of in-
formation, and synthesize the findings of those sources 
into one paper (Green et al., 2006). We can classify liter-
ature reviews in terms of their goals and the ways in 
which the literature review is conducted. Baumeister 
and Leary (1997) identify five possible goals of a literat-
ure review. Starting with the most ambitious goal, these 
are: developing theory, evaluating theory, surveying the 
state of knowledge on a particular topic, identifying a 
gap or a problem, and, in some cases, providing a his-
torical account of the development of theory and re-
search on a particular topic.

Green et al. (2006) differentiate three broad categories 
of literature reviews:

1. Narrative literature reviews synthesize the findings of 
literature retrieved from searches of databases, 
manual searches, and authoritative texts. They are 
helpful when presenting a broad perspective on a 
topic. However, they are usually less systematic and 
comprehensive than other types of literature reviews 
and may be biased to one researcher's perspective. 
Editorials, commentaries, and overview articles are 
all examples of narrative literature reviews.

2. Qualitative systematic literature reviews are based on 
a detailed search of the literature. They are driven by 
a focused question or purpose. A systematic literat-
ure review aims to decrease the amount of bias that 
can occur when evidence is extracted from the literat-
ure by establishing systematic criteria for selecting lit-
erature to include in the survey and including 
multiple authors in the review. Results of the review 
are typically compiled in evidence tables.

3. Quantitative systematic literature reviews synthesize 
the results of the reviewed literature in a statistical 
manner. A quantitative literature review is also 
known as a meta-analysis.

It is also possible to create a taxonomy of literature re-
views by combining the goals and types of literature re-
views (Pare et al., 2015). Other authors such as Grant & 
Booth (2009) have created more detailed classifications 
of literature reviews. The literature reviews conducted 
by the two teams above can best be characterized as a 

systematic narrative literature review. They are more 
systematic than a narrative literature review, but do 
not meet all the formal requirements of a qualitative 
systematic literature review. This type of literature re-
view is the focus of our paper. 

Structure of a Systematic Narrative
Literature Review

Green, Johnson, and Adams (2006) describes a (system-
atic) narrative literature review as a “best-evidence
synthesis”. A best-evidence synthesis contains the fol-
lowing elements:

1. Focus: The authors should state the purpose or focus 
of the literature review.

2. Relevance: The authors also need to make a case for 
the relevance of the review.

3. Glossary: The literature review should define any un-
usual terminology.

4. Sources of information: The authors of the literature 
review need to report on the electronic databases 
searched and the keywords used to search for pa-
pers.

5. Search terms: To limit the number of papers that 
need to reviewed, the authors should turn the main 
concepts of the domain under exploration into 
search terms.

6. Selection criteria: The literature review should de-
scribe on what grounds papers were included or ex-
cluded. Such criteria help avoid bias in the selection 
of the papers.

7. Synthesis: The information obtained from the literat-
ure should be organized into common themes or 
streams. Tables are a good way of categorizing the 
evidence collected. A goal of the synthesis is to 
identify agreements, disagreements, and gaps in the 
literature.

8. Limitations: The authors should identify weak points 
of the review and areas for future work.

9. Conclusion: The conclusion should relate back to the 
purpose and summarize the major findings of the lit-
erature review and identify the contributions to 
knowledge made.
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Crowdsourcing

Crowdsourcing is a technique for leveraging a group of 
people (the crowd) to solve complex tasks. In crowd-
sourcing, there are two types of users: requesters and 
members of the crowd (Bigham et al., 2015). Requesters 
are the people or organizations who define a problem 
or task, and aggregate the partial solutions produced by 
the crowd. Crowd members are people who contribute. 
Crowdsourcing is a special type of co-creation, a prac-
tice where developers and stakeholders collaborate to 
create a product or service (Pater, 2009). However, un-
like Pater (2009) we do not limit crowdsourcing to a 
scenario where anyone can join the crowd, but also in-
clude the case where crowd members are selected 
based on participation criteria, such as, for their expert-
ise or collaboration history.

Types of crowdsourcing
Crowdsourcing systems differ in terms of the incentives 
of requesters and crowd members, the complexity of 
the tasks, the amount of time crowd members spend on 
tasks, the level of collaboration between crowd mem-
bers, and in terms of whether the work is done as part 
of “standard” work or not. Bigham, Bernstein, and 
Adar, (2015) distinguish between three types of crowd-
sourcing: directed crowdsourcing, collaborative crowd-
sourcing, and passive crowdsourcing. 

1. In directed crowdsourcing, a single requester recruits 
the members of the crowd to pursue a specific goal. 
In this type of crowdsourcing, the members of the 
crowd generally act independently. A good example 
of directed crowdsourcing is Amazon's Mechanical 
Turk platform (mturk.com), in which workers get paid 
for performing specified tasks for the requester. In 
directed crowdsourcing, large tasks are often decom-
posed into so-called microtasks.

2. In collaborative crowdsourcing, the crowd self-de-
termines their organization and work. In this type of 
crowdsourcing, members of the crowd are usually in-
trinsically motivated to participate, that is, they share 
in interest in accomplishing a joint task such as the 
creation of an online encyclopedia as in the case of 
Wikipedia, or identifying features on satellite images 
such as shapes that may indicate the location of a 
tomb (Lin et al., 2014).

3. In passive crowdsourcing, the crowd produces a use-
ful outcome as part of their regular behaviour. In-
stead of directing the activity of the crowd, the 

requester is simply collecting traces of the crowd's 
behaviour and drawing inferences from them. An ex-
ample of passive crowdsourcing is tracking messages 
on Twitter to predict a political outcome (iHub Re-
search, 2013). 

An interesting hybrid between directed crowdsourcing 
and collaborative crowdsourcing is leader-driven 
crowdsourcing. In this type of crowdsourcing, a leader 
maintains a high-level vision of the task and directs oth-
er crowd members (contributors) to make specific con-
tributions towards this task. An example of 
leader-driven crowdsourcing is the collaborative writ-
ing system called Ensemble (Kim et al., 2014). We will 
build on the concept of leader-driven crowdsourcing in 
the proposed design below.

Benefits of crowdsourcing
Crowdsourcing is beneficial for a number of reasons, in-
cluding:

1. Time: By distributing a task across a large group, 
crowdsourcing can reduce the time it takes to com-
plete the task, given a clear division of the task into 
subtasks (Brown et al., 2014).

2. Validation criteria: Lacking a pre-existing reference 
for what constitutes an anomaly in the new domain, 
consensus can be used as a training mechanism for 
the crowd (Lin et al., 2014).

3. Diversity: A crowd can provide access to a diversity of 
perspectives (André et al., 2014). 

4. Domain knowledge required: When appropriately 
structured, complex problems can be solved by 
crowds with little to no pre-existing domain know-
ledge (Bigham et al., 2015).

5. Scale: When a task is distributed among the members 
of a crowd, much larger tasks can be addressed such 
as large-scale surveys of datasets (Lin et al., 2014).

Other work on crowdsourcing literature reviews
The application of crowdsourcing to exploring new do-
mains has not been widely studied yet. Most applica-
tions are in the medical domain, for example finding 
papers that mention certain diseases or drugs (Good et 
al., 2015) or searching for treatments (Elliot et al., 2014), 
and in education, for example learning new concepts 
(Luther et al., 2015). Although most of the early work on 
crowdsourcing has focused on datasets in domains that 

http://mturk.com
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most users are familiar with, such as images or travel ad-
vice, recent research has developed techniques that can 
deal with more complex qualitative datasets in unfamili-
ar domains, such as synthesizing textual data that re-
quires domain-specific knowledge (André et al., 2014).

A search on Google Scholar for combinations of the 
keywords “crowdsourcing” and “literature review”, 
“new domains”, or “unfamiliar domains” only found 
two examples of crowdsourcing used to conduct a liter-
ature review, both in the medical domain. In the first, 
Brown and Allison (2014) describe a process for evaluat-
ing the literature that involves decomposing a research 
question of interest into microtasks that can be distrib-
uted to members of the crowd. In the second, Elliot, 
Thomas, and Owens (2014) describe an ongoing initiat-
ive for crowdsourced screening of citations (Embase, 
2016). 

One lesson from Brown and Allison (2014) is that quality 
checks are essential not only to guarantee the validity of 
the results. Quality checks are also required to demon-
strate the competence of the members of the crowd to 
conduct a literature review. Such competence can be 
demonstrated through “pre-flight” qualification tests 
that are administered as an entry criterion, before allow-
ing workers to participate in the crowd. A second lesson 
is that it is important to decide on the scope of the liter-
ature review to ensure that the output of the literature 
review only includes sources relevant to the question.

Design for Crowdsourcing Literature Reviews

In this section, we describe a design for a leader-driven 
crowdsourcing platform that can be used to collect evid-
ence and synthesize it into insights in a new domain. 
First, we identify the design principles that guide the 
design of the platform. Then, we present a conceptual 
model for crowdsourcing literature reviews. It includes 
both the structure of the artefacts produced by the 
crowd and the roles and responsibilities of the members 
of the crowd.

Design principles
The design of the proposed crowdsourcing platform 
builds on the lessons learned from the two manually 
conducted literature reviews in new domains and on re-
cent advances in crowdsourcing. These lessons lead to 
seven design principles:

1. Scoping and synthesis: put a leader in charge to decide 
on which questions should be examined (scoping) 
and to synthesize the answers into new insights.

2. Chunking: partition the literature review task into 
focused microtasks that can be executed without 
having to consider the literature review as a whole.

3. Diversity: crowdsourcing benefits from having a di-
verse membership with different perspectives. Ini-
tially, it is assumed that crowd members cannot 
self-select to participate. The model, thereby, cor-
responds to the club of experts model of co-creation 
(Pater, 2009).

4. Scaffolding: embed expertise into the design of the 
tools to magnify worker efforts.

5. Incremental points of reference: show answers from 
other participants.

6. Consensus building: create a consensus among the 
crowd members through commenting, voting, and 
tagging.

7. Incentives: build on the complementary motivations 
of leaders (to receive feedback) and contributors (to 
be recognized for their expertise).

Table 2 provides known uses in the crowdsourcing lit-
erature for each design principle.

Conceptual model
The design of the crowdsourcing platform proposed 
here draws on previous work on collaborative writing 
systems (Kim et al., 2014) and crowd-based clustering 
of documents (André et al., 2014). In a leader-driven 
crowdsourcing approach to collaborative writing (Kim 
et al., 2014), there are two types of participants: lead-
ers and contributors. Leaders constrain and specify 
the nature of the contributions: the lead author of a lit-
erature review sets the scope of the literature review 
and guides the synthesis. Other crowd members (con-
tributors) are recruited to focus on specific writing 
tasks.

As shown in Figure 1, we conceptualize a literature re-
view as a story or narrative. Each narrative consists of 
a series of chunks that we call scenes (Kim et al., 2014). 
Each scene is anchored around a writing goal (such as 
providing an overview of the literature review, defin-
ing key features of the topic of the review, identifying 
examples illustrating the topic, or identifying gaps in 
the literature). Each writing goal is associated with a 
prompt that helps focus the work of the contributors. 
Answers to prompts are collected in drafts. Drafts can 
be commented and voted on, as well as categorized. It 
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is up to the leader to choose the best draft for each 
scene, so as to produce a final version of the narrative.

Cognitive science research on writing has identified 
that the writing process can be viewed as a series of 
rhetorical problems (Flowers & Hayes, 1981). For each 
narrative, there is a top-level rhetorical problem (which 
includes the constraints given to the writers, and the 
goals the writers create for themselves), which is then 
decomposed into subproblems that drive the creation 
of the narrative. For example, if the lead author of a lit-
erature review needs input on examples illustrating the 
topic of the review, they can ask the contributors for 

specific contributions with a prompt. In this way, the 
lead author can maintain a high-level vision of the liter-
ature review, while providing contributors with enough 
context of the overall flow of the literature review and 
direction towards specific tasks to complete.

Table 3 lists the roles of the participants in a crowd-
sourced literature review process and their responsibil-
ities. Note that, although terms such as scene, prompt, 
and draft are still generic, we expect to identify catalogs 
of scenes and prompts specific to the creation of literat-
ure reviews once an initial prototype of the proposed 
platform has been developed and can be subjected to 

Table 2. Known uses of the design principles in the crowdsourcing literature 
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systematic user testing. For example, it is already appar-
ent from the experience with the two manually created 
literature reviews that the platform will need to support 
different types of drafts. 

In one case, a prompt may ask contributors to produce 
alternatives to the leader's draft. For example, the lead-
er could ask contributors for a definition of software lin-
eage for malware. In this case the drafts are strictly 
alternative versions of a scene. In another case, a 
prompt could ask for a list of instances that together 
form the answer to the question. For example, a leader 
might ask for examples of code reuse attacks and for 
contributors to categorize them (André et al., 2014). As 
contributors collect and categorize the examples, they 
produce a taxonomy of code reuse attacks that could 
serve as a basis for further exploration. In this case, all 
or a subset of the drafts should be included in the re-
view.

Conclusion

In this article, we proposed the design of a platform for 
crowdsourcing literature reviews in new domains. In 
particular, our focus was on creating systematic narrat-
ive literature reviews. Benefits expected from crowd-
sourcing literature reviews include: 

1. Reducing the time it takes to complete a review

2. Being able to rely on emergent validation criteria giv-
en that a new domain lacks a pre-existing reference 

Table 3. Roles and responsibilities in the crowdsourced literature review process.

Figure 1. Conceptualization of a literature review as a 
narrative, the components of a literature review (scenes 
and drafts), and the actions that can be performed on 
each of the components (commenting, voting, and 
categorization)
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for what constitute anomalies that may indicate gaps 
in current knowledge

3. Leveraging the diversity of perspectives of crowd 
members

4. Limiting the level of specific domain knowledge re-
quired to create a literature review in a new domain

Challenges for crowdsourcing literature reviews that we 
foresee include:

1. How to encourage participation (what kind of incent-
ives need to be provided)

2. How to ensure the quality of the reviews produced 
(what aspects of the crowdsourcing process should 
be instrumented)

3. How to further support the synthesis stage of the re-
view (what role can advanced techniques such as 
visualization and text mining techniques) 

A prototype of the platform is currently being imple-
mented by a team of developers at VENUS Cybersecur-
ity Corporation (venuscyber.com). Systematic user testing 
of the platform and resulting extensions to the platform 
are left for future work. 
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Intrusion Learning:
An Overview of an Emergent Discipline

Tony Bailetti, Mahmoud Gad, and Ahmed Shah

Introduction

Intrusion learning offers the potential of significantly 
improving the security and resiliency of enterprise sys-
tems and increase the enterprise’s capability to adapt 
to adversaries and changes in business environments. 
This article positions the emerging domain of intrusion 
learning at the intersection of machine learning, intru-
sion detection, and streaming network data.  Machine 
learning refers to the algorithms that are first trained 
with reference input to “learn” its specifics, to then be 
deployed on previously unseen input for the actual de-
tection process (Sommer & Paxson, 2010).  Intrusion de-
tection is the process of monitoring the events 
occurring in a computer system or network and analyz-
ing them for signs of possible incidents, which are viola-
tions or imminent threats of violation of computer 
security policies, acceptable use policies, or standard 
security practices (Scarfone & Mell, 2007). By streaming 
network data, we mean streams of distinct and diverse 
network events flowing on a network over time. This 

definition is consistent with the definition of data 
stream provided by Savvius (2016).

We draw upon the results of a literature review carried 
out for the purpose of defining intrusion learning. We 
start with a summary of the literature review and then 
define intrusion learning, identify its distinctive as-
pects, and provide recommendations for advancing the 
emerging discipline. We end with our conclusions.

Literature Review 

We performed a systematic narrative review to identify 
the latest advancements published in the academic lit-
erature with respect to machine learning, streaming 
network data, and intrusion detection. Articles in Eng-
lish-language journals published from 2010 to 2015 in 
North America and Europe were reviewed. We organ-
ized the literature into five themes: i) feature extraction, 
ii) learning algorithms, iii) clustering, iv) datasets, and 
v) tools. 

The purpose of this article is to provide a definition of intrusion learning, identify its dis-
tinctive aspects, and provide recommendations for advancing intrusion learning as a prac-
tice domain. The authors define intrusion learning as the collection of online network 
algorithms that learn from and monitor streaming network data resulting in effective intru-
sion-detection methods for enabling the security and resiliency of enterprise systems. The 
network algorithms build on advances in cyber-defensive and cyber-offensive capabilities. 
Intrusion learning is an emerging domain that draws from machine learning, intrusion de-
tection, and streaming network data. Intrusion learning offers to significantly enhance en-
terprise security and resiliency through augmented perimeter defense and may mitigate 
increasing threats facing enterprise perimeter protection. The article will be of interest to 
researchers, sponsors, and entrepreneurs interested in enhancing enterprise security and 
resiliency.

The illiterate of the 21st Century are not those 
who cannot read and write but those who 
cannot learn, unlearn and relearn.

Alvin Toffler
Writer and futurist

In Powershift

“ ”
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Feature extraction
Feature extraction is the process of determining a sub-
set of features from an original set. The intent of feature 
extraction is to find a combination of original features 
or data attributes that can better describe the internal 
structure of the data. The three principal algorithms 
that are used for feature extraction are: locality pre-
serving projection (linear projective maps arising from 
solving a variational problem optimally preserving 
neighbourhood structure), linear discriminate analysis 
(a method for finding a linear combination of variables 
that optimally separates classes) and principle compon-
ent analysis (a linear technique that projects the data 
along the directions of maximal variance) (Fisher, 1936; 
He, 2005; Parakash & Surendran, 2013). 

Intrusion detection systems use feature extraction to 
determine what features or attributes can assist with de-
tecting malicious traffic (Laxhammer, 2014). We found 
two feature extraction challenges in the context of 
streaming network data. First, the dynamic changing 
nature of the streams results in challenges pertaining to 
the evolution of features (the emergence of new fea-
tures), concept evolution (new classes evolving into the 
stream), and concept drift (underlying concepts 
change) (Momin & Hambir, 2015). The second chal-
lenge is that data streams are, in principle, of infinite 
length (Masud et al., 2010). Most existing data stream 
classification techniques address only the infinite 
length and concept-drift problems; concept evolution 
and feature evolution are ignored. In the face of a dy-
namic adversary, ignoring concept evolution and fea-
ture evolution increases enterprise risk.   

Learning algorithms
Three emerging machine-learning algorithms play im-
portant roles in intrusion learning: active learning, ad-
versarial learning, and conformal prediction. Active 
learning is a subfield of artificial intelligence and ma-
chine learning, and it refers to the study of computer 
systems that improve with experience and training 
(Settles, 2012).  Adversarial learning refers to the study 
of effective machine learning techniques against an ad-
versarial opponent (Huang et al., 2011). Conformal pre-
diction refers to hedging individual predictions made 
by machine learning algorithms with valid measures of 
confidence (Laxhammar & Falkman, 2011). 

The presence of an adversary changes the dynamics for 
learning algorithms.  An adversary will attempt to pois-
on or manipulate the data so that the algorithms treat 
the malicious as benign. This adversarial context has 

led to research on how algorithms can unlearn poisoned 
and polluted data (Cao & Yang, 2015).

Clustering
Organizing data into sensible groupings is one of the 
most fundamental modes of understanding and learn-
ing (Jain, 2010). Clustering is used to detect unknown at-
tacks and discover unusual activities or usage patterns 
in traffic data in real time.  The value of clustering comes 
from discovering groups and structures in the data that, 
in some way, are similar to each other, without prior 
knowledge of the data structures. 

Data stream algorithms can only read the incoming data 
once and must do so in the context of having to respond 
in real-time with bounded memory usage. These al-
gorithms can only provide approximate results and 
must support evolving concepts (Nguyen & Luo, 2013).

Because real-time data streams are unbounded, it will 
only be possible to process a portion of the entire data 
stream one “window” at a time (Nguyen & Luo, 2013). 
Various kinds of windows-based algorithms exist. For ex-
ample, the sliding window algorithm analyzes the most 
recent data points and is suitable for applications where 
only the most recent information is of interest. The main 
disadvantage is that it ignores parts of the data streams. 
An adversary could manipulate a sliding window so that 
malicious activities occur in those parts of the streams 
being ignored by the algorithm.

Datasets
A dataset contains network traffic that is used to bench-
mark the performance of network intrusion algorithms. 
Datasets may include a combination of malicious traffic, 
non-malicious traffic, and identified features that can be 
used for testing. The most commonly used dataset re-
searchers use for intrusion detection dates back to the 
KDD Cup 1999 (archive.ics.uci.edu/ml/datasets.html). It is sur-
prising that a dataset from 1999 is still commonly used 
given the significant changes in attack tools, techniques, 
and data types that have occurred since then. 

That the KDD Cup 1999 dataset is still used suggests that 
developing or accessing contemporary datasets is a ma-
jor challenge. Privacy rights, confidentiality, and intellec-
tual property are all concerns that impede access to real 
network data.  Though there are other datasets available, 
the reality is that valid contemporary streaming data is 
unavailable outside of large Internet providers. The ab-
sence of new datasets retards science-based experiment-
ation of new algorithms.

http://archive.ics.uci.edu/ml/datasets.html
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Tools
Many publicly available experiments that are applying 
machine learning to intrusion detection are using a tool 
called massive online analysis (MOA; moa.cms.waikato
.ac.nz). MOA is a machine-learning framework that con-
tains real-time stream processing algorithms. It is not 
customizable for multi-node and scalable distributable 
processing. 

However, scalable and distributable machine-learning 
processing engines that can process real-time stream-
ing information do exist (e.g., SAMOA; samoa.incubator
.apache.org). However, they have not been widely found 
in streaming intrusion-detection machine-learning ex-
periments. We have not determined why this situation 
exists, though we note that SAMOA is a relatively new 
Apache project. SAMOA is one of few open source tools 
that is specifically designed for distributed and true 
real-time streaming (Landset et al., 2015). Apache Spark 
with MLib also includes a distributed architecture for 
processing data streams (spark.apache.org).

Defining Intrusion Learning

In this section, we propose a definition of intrusion 
learning based upon four elements: i) the ultimate out-
come of intrusion learning; ii) the target of the ultimate 
outcome; iii) the mechanism used to deliver the ulti-
mate outcome; and iv) the interdependence between 
intrusion learning and scientific and technological ad-
vances.

We propose the following definition of intrusion learn-
ing:

Intrusion learning is the collection of online net-
work algorithms that learn from and monitor 
streaming network data resulting in effective intru-
sion detection methods for enabling the security 
and resiliency of enterprise systems. The network al-
gorithms build on advances in cyber-defensive and 
cyber-offensive capabilities.

We characterized the elements underpinning this defin-
ition as follows:

1. Ultimate   outcome:   Effective   intrusion-detection 
methods on streaming network data.

2. Target of ultimate outcome: Security and resiliency of 
enterprise systems is the key target outcome.

3. Mechanism used to deliver ultimate outcome: Online 
network algorithms that learn from and monitor 
streaming network data.

4. Interdependence of this mechanism from scientific and 
technological advances: The mechanisms must build 
upon advances in both cyber-defensive and cyber-of-
fensive capabilities (e.g., new machine-learning al-
gorithms, new attack vectors), which themselves are 
informed by multi-disciplinary thinking.

Distinctive Aspects

We believe that there are five distinctive aspects of the 
intrusion learning domain relative to the machine learn-
ing, intrusion detection, and streaming domains:

1. Real-time  analysis  of  streaming  network  data:  In-
trusion learning must respond to intrusions in real 
time. Unlike big data analytics, intrusion learning re-
quires approximations, windowing, and other tech-
niques to produce effective timely scalable analysis of 
network data (Aggarwal, 2007).

2. High cost of failure:  The cost of failure of machine-
learning algorithms is much higher for intrusion de-
tection (e.g., loss of intellectual property and brand 
damage) compared to other applications of machine 
learning such as optical character recognition (Som-
mer & Paxson, 2010).   

3. Adversarial context: Intrusion learning must deal with 
the existence of talented and determined adversaries. 
The presence of the adversary requires that intrusion 
learning must evolve with ongoing advances in both 
cyber-defensive and cyber-offensive capabilities 
(Cao & Yang, 2015; Corona et al., 2013).

4. Network traffic diversity:  Intrusion learning must deal 
with the variability of network traffic (e.g., bandwidth, 
load balancing, and connection requests). Traffic di-
versity complicates the perspective of “normal” and 
therefore hinders the ability to identify an anomaly 
(Sommer & Paxson, 2010).

5. Outlier detection: Machine-learning algorithms are 
better at finding similarities than anomalies. As noted 
by Sommer and Paxon (2010), “the classic machine 
learning application is a classification problem, rather 
than discovering meaningful outliers as required by 
an anomaly detection system.” 

http://moa.cms.waikato.ac.nz/
http://samoa.incubator.apache.org
http://spark.apache.org
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Recommendations

The recommendations that follow are directed at re-
searchers, sponsors and entrepreneurs interested in in-
trusion learning:

1. Understand the threat model. For example, research-
ers must know the cost of missed attacks (Sommer & 
Paxson, 2010).

2. Learn, unlearn, and relearn. Adversaries will act to 
mislead algorithms by steering the analyses to recog-
nize the malicious as benign. Effective responses to 
such attacks need development. Corona and col-
leagues (2013) examine adversarial attacks against in-
trusion-detection systems as well as related 
taxonomies and potential solutions to known issues. 
This perspective leads to the concept of systems “un-
learning” or forgetting what they had incorrectly 
“learned” (Cao & Yang, 2015).

3. Select a narrow research scope. The objectives of the 
research must be concrete. For example, researchers 
should determine precisely what kinds of attacks are 
being detected and what techniques are to be ap-
plied. The research should be able to answer such 
questions as to what attacks are being detected and 
the reasons as to why the attacks are being recog-
nized (Sommer & Paxson, 2010).

4. Develop new datasets. To advance intrusion learning 
as a domain of practice, new datasets reflecting cur-
rent network traffic need to be developed.  For evid-
ence-based evaluations, it is crucial to experiment 
with real datasets while observing societal norms 
such as privacy and commercial concerns. 

5. Develop open source intrusion learning tools that can 
scale. Researchers need access to scalable machine 
learning tools. Although scalable proprietary tools ex-
ist, researchers worldwide must have access to tools 
that are capable of analyzing the reality of today’s 
network traffic. Intrusion learning cannot advance in 
the absence of scalable machine learning tools.  

6. Improve online analytics. Intrusion learning requires 
a combination of online and offline analyses. To 
properly enable real-time intrusion responsiveness, 
the balance between online and offline analytics 
needs to lean more heavily towards the online.

7. Automate responses. It is all very well to recognize the 
presence of anomalous or malicious activities. 
However, there is a need to go one step further and 
embed intrusion learning into the enterprise control-
lers. With highly scalable and changeable attacks, de-
fensive responses must react in kind. 

8. Anticipate  attacks.  By  observing  adversary  com-
munity dynamics, it may be possible to anticipate at-
tacks and react accordingly. Such research would 
move the discovery and detection outside the enter-
prise perimeter. 

9. Enhance feature extraction. Research should aim to 
expand the set of extractable features that correlate 
with malicious traffic. This research could remain at 
the level of network flow, but richer theories are 
likely to provide more substantial payoffs.  

Conclusion

In this article, we introduced the concept of intrusion 
learning as a domain that draws from machine learn-
ing, intrusion detection, and streaming network data. A 
key benefit of intrusion learning is that it may signific-
antly enhance enterprise security and resiliency 
through augmented perimeter defense.

We identified a set of unique attributes and recom-
mendations for advancing intrusion learning. For intru-
sion learning to meet its objectives of enhanced 
security and resiliency, these recommendations should 
not be treated in isolation but build upon each other: 
cross-cutting thinking (over machine learning, intru-
sion detection, and streaming) that focuses upon the 
distinctive aspects of intrusion learning will enhance 
progress.

Perhaps our most important recommendation is the 
development of new datasets that reflect contempor-
ary network data and malware. The absence of such 
datasets is a significant impediment to the validation of 
intrusion-learning techniques. Privacy rights, confiden-
tiality, etc., are concerns that are impeding the develop-
ment of such datasets. We end this article with a “call 
to action” to develop such datasets, properly informed 
by researchers, privacy advocates, policy personnel, 
and so on, so that societal concerns are addressed.
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Introduction

Malware suppliers, agents, and customers play import-
ant roles in the cybercrime economy. Malware suppli-
ers include technically skilled individuals who produce 
and distribute malicious code; agents who act on be-
half of malware suppliers or directly interact with cus-
tomers; and customers who purchase goods and 
services to gain unauthorized access to compromised 
computers’ data and resources, steal e-currency, ex-
filtrate victims' personal information, and so on (Kam-
luk, 2009). 

The modes that malware suppliers use to provide 
goods and services to customers increase illicit monet-
ization opportunities and enable many of the recent 
security breaches that have targeted some of the 
largest financial, government, military, and retail insti-
tutions in the world (Ablon et al., 2014; Armin, 2013; 
Gu, 2013; Samani, 2013). However, it is difficult to un-
derstand what these modes have in common, what 
makes them different, and what their potential com-
binations may be. 

Consider the following examples of malware supplier 
modes:

1. Dark0de: a multisided platform that served as a venue 
for the sale and trade of hacking services, botnets, mal-
ware, and other illicit goods and services from 2007 
until July 2015 when it was shut down by the Federal 
Bureau of Investigations (Europol, 2015). It took only 
two weeks for this marketplace to start operating 
again (Clark, 2015; Kovacs, 2015). 

2. Power  Locker:  a  reseller  that  allows  customers  to 
customize ransomware (Goodin, 2014; Mathews, 2014). 

3. Hacking Team (hackingteam.it): a Milan-based firm that 
focuses on all aspects of offensive cybersecurity. On 
July 8, 2015, WikiLeaks released more than one million 
searchable emails from this Italian surveillance mal-
ware vendor (WikiLeaks, 2015). Moreover, the source 
code for Hacking Team’s flagship software, Remote 
Control System, was breached and used to attack web-
sites in South Korea (Peters, 2015; The Chosunilbo, 
2015).

4. The Styx Exploit Pack: a kit vendor that sells a high-
end software package developed for "the under-
ground" but is marketed and serviced online. A 24-
hour virtual help desk is available to paying customers 
(Krebs, 2013).

Malware suppliers use various modes to provide goods and services to customers. By 
mode, we mean “the way” the malware supplier chooses to function. These modes increase 
monetization opportunities and enable many security breaches worldwide. A theoretically 
sound framework that can be used to examine the various modes that malware suppliers 
use to produce and sell malware is needed. We apply a general model specified recently by 
Hagiu and Wright to study five modes that malware suppliers use to deliver goods and ser-
vices to their customers. The framework presented in this article can be used to predict the 
mode in which a malware supplier will function; to study which types of malware suppliers, 
agents, and customers are attracted to each mode; to discover new modes; and to better un-
derstand the threat a malware supplier presents.

Remove the predators, and the whole ecosystem 
begins to crash like a house of cards.

Brian Skerry
Underwater photojournalist

“ ”

ttp://www.hackingteam.it/
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These examples illustrate that the lack of a theoretic-
ally-grounded framework to examine the nuances of 
the modes in which malware suppliers function 
hinders understanding of how the cybercrime eco-
nomy works and weakens mitigation strategies. 

The choice a firm makes about the mode it uses to de-
liver goods and services to customers is relevant in 
many product markets because of the increase in the 
number and size of online marketplaces that have 
emerged recently (Edelman, 2015; Hagiu, 2007; Hagiu 
& Wright, 2013, 2015b). Moreover, the choice of mode 
a malware supplier uses to deliver goods and services 
is prominent in a market where advances in obfusca-
tion and detection-avoidance techniques, software re-
use, machine learning, and Internet and mobile 
technologies have made it possible to use various ap-
proaches that offer an increasing variety of malware 
goods and services to customers. 

The literature on the different modes in which a firm 
can function can be organized based on the methods 
used to examine them: specification of formal general 
models (Boudreau & Hagiu, 2009; Hagiu, 2007; Hagiu, 
2009; Hagiu & Wright, 2015a; 2015b, 2015c); empirical 
studies (Boudreau, 2010); and informal descriptions 
(Choudary, 2015; Edelman, 2015; Eisenmann et al., 
2006; Hagiu, 2014; Hagiu & Wright, 2013). This study 
focuses on five modes in which a firm can operate that 
have been specified using formal general models: “em-
ployment”, “multisided platform”, “reseller”, “vertic-
ally integrated”, and “input-supplier” (Hagiu, 2007; 
Hagiu, 2009; Hagiu & Wright, 2015a, 2015b, 2015c). 

In the remainder of this article, we summarize the gen-
eral model developed by Hagiu and Wright (2015c) to 
examine the choice a firm with a single agent makes 
among alternate modes to deliver goods and services 
and then apply the general model to examine five ap-
proaches that we believe malware suppliers use to 
provide products and services to their customers. We 
then discuss the contribution of this research and 
provide conclusions. 

General Model with One Firm and One 
Agent

The general model for a firm and a single agent de-
veloped by Hagiu and Wright (2015c) assumes that the 
revenue generated jointly by the firm and the agent de-
pends on three types of actions, all of which are influ-

enced by asset ownership. These actions are referred to 
as being non-contractible. The non-contractible ac-
tions can be organized into three types: i) actions that 
can solely be carried out by the firm, ii) actions that can 
solely be carried out by the agent, and iii) transferable 
actions that can be carried out by either the firm or the 
agent. 

The firm and the agent incur costs carrying out their ac-
tions. These costly actions are expected to increase the 
revenue generated jointly by the firm and the agent. 
Any contract offered by the firm to the agent can only 
depend on the revenue generated by the three types of 
actions, not just one or two types. The firm can offer the 
agent a contract that consists of a fixed fee and a vari-
able fee equal to a percentage of the revenue generated 
jointly by the firm and the agent. The firm or the agent 
can collect revenues and pay the other party their 
share. 

Hagiu and Wright (2015c) examine the case where a 
firm can select to operate in one of two modes: “em-
ployment” and “multisided platform”. The difference 
between the two modes is that the firm controls the 
transferable actions in the “employment” mode and 
the agent controls the transferable actions in the 
“multisided platform” mode. A side refers to an actor 
type. For example, a two-sided platform may enable in-
dividuals seeking employment and employers to inter-
act directly. Similarly, a multisided platform may 
enable service providers, customers, and customers’ 
customers to interact directly. 

According to Hagiu and Wright (2015b), two features 
make the multisided platform mode special. First, the 
multisided platform enables direct interactions 
between agents and customers. The phrase “direct in-
teractions” is used to mean that the agent and the cus-
tomers, not the firm, retain control over the key terms 
of the interaction. These terms can include price, bund-
ling, delivery, quality, and so on.

The second feature that makes the multisided platform 
special is that both the agent and the customers are af-
filiated to the multisided platform. Agents make cash 
and in-kind investments in the multisided platform to 
interact with customers and form expectations of fu-
ture returns from these investments. Similarly, anticip-
ating returns, customers make cash and in-kind 
investments in the multisided platform to interact dir-
ectly with the agent. 
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Examining Modes Used by a Malware Suppli-
er with One Agent 

Consider the case where there is one malware supplier, 
one agent, one or more customers, and one or more 
customers’ customers. Assume that the malware suppli-
er is a technical organization with malware goods and 
services as its output. To produce and sell malware to 
customers, the malware supplier needs to choose one 
of the five modes illustrated in Figure 1: 

1. Employment mode: employ and incentivize an agent 
to provide goods and service to customers 

2. Multisided platform mode: enable the affiliated agent 
to provide goods and services directly to affiliated 
customers

3. Reseller  mode:  buy  from  a  seller  and  resell  to cus-
tomers

4. Vertically  integrated  mode:  work  for  a vertically in-
tegrated organization

5. Input supplier mode: sell inputs to a kit vendor who 
in turn incorporates those inputs in goods and ser-
vices they sell to their customers

Figure 1. Modes to supply malware goods and services to customers
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Further assume that the role of the agent is the same in 
all five modes: help monetize the output of the malware 
supplier. In the “employment” mode, the agent is an 
employee of the malware supplier. In the “multisided 
platform” mode, the agent is an affiliated independent 
professional who is enabled by the malware supplier’s 
multisided platform to provide goods and services dir-
ectly to customers. In the “reseller” mode, the agent 
(shown as Seller in Figure 1) sells those goods and ser-
vices to the malware supplier that their customers wish 
to purchase. In the “vertically integrated” mode, both 
the agent and the malware supplier are employees of 
the same organization. In the “input supplier” mode, 
the agent is either an employee of the malware supplier 
or has no role. The malware supplier sells inputs to kit 
vendors, and these inputs become part of the goods 
and services kit vendors sell to customers located down-
stream in the value chain. 

Table 1 provides an example of non-contractible ac-
tions organized into the three action types identified 
in the previous section. Note that the information on 
Table 1 depends on the role of the agent. Recall that, in 
our example, the agent’s role is to help monetize the 
outputs of the malware supplier. If the role of the 
agent was a technical one, the information in rows de-
noted 2 and 3 in Table 1 would be different. 

The non-contractible actions that can solely be carried 
out by the malware supplier are those which are part 
of an ongoing investment in the firm. These actions 
are non-transferable. The non-contractible actions 
that can solely be carried out by the agent are those 
that are part of an ongoing effort made by the agent in 
the provision of its service. These actions are also non-
transferable. 

Table 1. Non-contractible actions by type
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Non-contractible actions that can be carried out by the 
malware supplier or the agent are referred to as transfer-
able actions. In the general model with one agent de-
veloped by Hagiu and Wright (2015c), the mode in which 
the malware supplier operates depends on whether the 
firm or the agent controls the transferable actions. In our 
example, if the malware supplier chooses to operate in 
the “employment” mode or the “vertically integrated 
mode,” it must control the transferable actions shown in 
row 3 of Table 1. 

The main difference between the “employment” and 
“vertically integrated” modes is that, in the “employ-
ment” mode, the malware supplier employs the agent; 
whereas, in the “vertically integrated” mode, the mal-
ware supplier and the agent both work for a vertically in-
tegrated organization. If the malware supplier chooses 
to operate in the "platform” mode, it must enable the 
agent to control transferable actions. 

What is less clear is how to best apply the general model 
with one agent developed by Hagiu and Wright (2015c) 
to the “reseller” and “input supplier” modes. Hagiu 
(2007) formally compared the “reseller” and “two-sided 
platform” modes using four fundamental economic 
factors: indirect network effects between buyers and 
sellers; asymmetric information between sellers and the 
intermediary; investment incentives; and product com-
plementarities/substitutability. Hagiu concluded that 
the “reseller” mode is more profitable when the degree 
of complementarity among sellers’ products is higher 
and it is very difficult to bring the two-sides to the plat-
form together and spark interactions. The “two-sided 
platform” mode is preferred when seller investment in-
centives are important or when there is asymmetric in-
formation regarding seller product quality (Hagiu, 2007). 
This type of guideline focuses on constructs that are diffi-
cult to observe and would be difficult to apply in prac-
tice, particularly when studying the malware market. 

Hagiu and Wright (2015a) compared the “multisided 
platform” mode with the “reseller” mode and concluded 
that the decision of which mode to select depends on 
whether suppliers affiliated to the platform or the re-
seller have more important information relevant to the 
optimal tailoring of marketing activities for each specific 
product. When applied to our example, we interpret the 
conclusion in Hagiu and Wright (2015a) to mean that the 
“reseller” mode requires the malware supplier to have 
control rights over important information that is relev-
ant to assemble and update the product–market fit of 
the goods and services provided to customers. 

The supplier input mode has not been formally studied 
as much as the other four modes have been. Hagiu and 
Wright (2015b) made two observations when informally 
comparing the “input supplier” and the “multisided 
platform” modes. The first observation was that, when 
a firm operates in the “input supplier” mode, not all rel-
evant customer types are on board. However, when the 
firm operates in the “multisided platform” mode, all rel-
evant customer types are affiliated to the platform. The 
second observation was that, when the firm operates in 
the “input supplier” mode, it does not benefit from in-
direct network effects between users and application 
developers. 

For the purpose of our example, we interpret the obser-
vations by Hagiu and Wright (2015b) to mean that, 
when operating in the “input supplier” mode, the mal-
ware supplier derives benefits from bringing on board 
kit vendors as customers, but does not find significant 
benefits by bringing onboard the kit vendors’ custom-
ers. We conclude that the malware supplier and the 
agent will invest in non-contractible actions related to 
supporting kit vendors but not downstream customers. 

Contribution

The framework presented in this article can be used to 
anticipate the mode in which a malware supplier with 
one agent will function. If a malware supplier controls 
the un-contractible actions that could be carried out by 
the agent, it will function in the “employment” mode. If 
the malware supplier enables the affiliated agent to in-
teract directly with affiliated customers, the malware 
supplier will function in the “multisided platform” 
mode. If the malware supplier has control rights over 
important information that is relevant to assemble and 
update product–market fit of the goods and services 
provided to customers, the malware supplier will oper-
ate in the “reseller” mode. If the malware supplier and 
the agent are both employed by the same organization, 
the malware supplier will function in the “vertically in-
tegrated” mode. If the malware supplier invests in non-
contractible actions to support kit vendors but not 
downstream customers, it will operate in the “input 
supplier” mode. 

The ability to anticipate the modes in which malware 
suppliers will function improves the classification of 
malware suppliers, agents, and customers; it enables 
defences to be tailored to address attacks of a particular 
type; it increases the number and quality of operational 
insights; it enables targeted operations; and it increases 
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the productivity of experimenting with new ways of pro-
tecting organizations and individuals against cyberat-
tacks.

The proposed framework can also be used to study 
which types of malware suppliers, agents, and custom-
ers are attracted to each mode, discover new modes, 
and specify the threat space a malware supplier poses. 
A better understanding of the actors that each mode at-
tracts, an improved ability to discover new modes, and 
an improved specification of the threat space offers to 
lower the impact of improbable events such as those re-
ferred to as “black swan” events (Taleb, 2007). 

Conclusions 

We build on recent advances in the theory of 
multisided platforms to develop a framework that can 
be used to examine the various approaches that mal-
ware suppliers can take to deliver goods and services to 
customers. We provide an elemental model distilled 
from the general model with one agent developed by 
Hagiu and Wright (2015c). By elemental model, we 
mean that the model has been reduced to stark simpli-
city for the purpose of increasing its adoption as an in-
tegrative framework to formally examine the modes in 
which malware suppliers operate. This approach in-
volves judgement, and it is consistent with research 
that attempts to formalize different theories (Gibbons, 
2005). This elemental model is then used to identify five 
modes we believe that malware suppliers use to 
provide goods and services to their customers. 

This study discusses the application of a theoretical 
model, essentially ignoring empirical testing and the 
formal mathematical proofs provided by the research-
ers to specify the various models. The next steps for this 
work are: i) to examine existing known marketplaces for 
the purpose of detailing the framework described in 
this article and ii) to develop a model with multiple 
agents and spillovers that is specific to the modes used 
by malware suppliers. 

This article is the first step to develop a theoretically 
sound framework that can be used to examine the vari-
ous modes that malware suppliers use to produce and 
sell malware. 

We expect a more formal approach to characterizing 
the modes in which malware suppliers function will de-
crease the number and impact of cyberattacks. 
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Introduction

There are many types of open source cybersecurity 
packages that developers can leverage for product devel-
opment and include within their proprietary products. 
Examples include penetration testing software tools 
that assist with identifying vulnerabilities and intrusion 
detection tools that are used to detect cyber-attacks. 
However, whether or not an open source package can 
be included within a commercial product will depend 
on the package license and the extent to which it re-
stricts commercial activities such as the sale of the soft-
ware and keeping derivative code confidential. 

For the purposes of this article, we divide licenses into 
two categories: permissive and restrictive. The per-
missive category includes commercial friendly licenses, 

such as BSD, Apache, and MIT. In contrast, the restrict-
ive category includes comparatively commercial un-
friendly licenses, such as the GPL, that restrict the sale 
of software that includes an open source package with 
such a license. 

Intellectual property and legal compliance issues can 
arise when companies fail to implement a thorough li-
cense evaluation process when they consume open 
source. The challenge is accentuated by the absence of 
a forced to click “I agree” to the license terms before in-
stalling or using code (Gaff and Ploussios, 2012). Con-
tamination could occur when restrictively licensed 
code is copied into a permissively licensed project 
package or when a restrictively licensed package is 
copied into a permissively licensed project. Developers 
that are working under tight deadlines can easily over-

Developers of cybersecurity software often include and rely upon open source software 
packages in their commercial software products. Before open source code is absorbed into 
a proprietary product, developers must check the package license to see if the project is per-
missively licensed, thereby allowing for commercial-friendly inheritance and redistribu-
tion. However, there is a risk that the open source package license could be inaccurate due 
to being silently contaminated with restrictively licensed open source code that may pro-
hibit the sale or confidentiality of commercial derivative work. Contamination of commer-
cial products could lead to expensive remediation costs, damage to the company's 
reputation, and costly legal fees. In this article, we report on our preliminary analysis of 
more than 200 open source cybersecurity projects to identify the most frequently used li-
cense types and languages and to look for evidence of permissively licensed open source 
projects that are likely contaminated by restrictive licensed material (i.e., containing com-
mercial-unfriendly code). Our analysis identified restrictive license contamination cases oc-
curring in permissively licensed open source projects. Furthermore, we found a high 
proportion of code that lacked copyright attribution. We expect that the results of this study 
will: i) provide managers and developers with an understanding of how contamination can 
occur, ii) provide open source communities with an understanding on how they can better 
protect their intellectual property by including licenses and copyright information in their 
code, and ii) provide entrepreneurs with an understanding of the open source cybersecur-
ity domain in terms of licensing and contamination and how they affect decisions about cy-
bersecurity software architectures.

One bad apple can spoil the bunch.

Proverb

“ ”
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look the licensing commitments of what they consume 
unless they have policies and tools in place to prevent 
contamination (Khanafer, 2015). This ease of con-
sumption increases the risk of contamination. De-
velopers need to know whether they are consuming 
code that is permissively licensed (i.e., commercial 
friendly) or restrictively licensed (i.e., commercial un-
friendly). In the simplest case, they can simply check 
by inspecting the package license (i.e., the "readme" 
file or the "LICENSE" file), but complications can arise 
if a permissively licensed project silently hides code li-
censed under an incompatible restrictive license. 
However, to reduce the risk of contamination, de-
velopers should not assume that the same degree of di-
ligence has been undertaken by other developers who 
contributed code to another project that is now being 
consumed as part of a separate package. Projects must 
take care not to inherit the problems of others, which 
can spread across projects in a viral manner as the 
code is copied. In a 2007 survey by Saugatuck Techno-
logy, 21% of respondents felt security/open/com-
munity concerns could inhibit the adoption of open 
source, while 12% felt that licensing issues and risks 
were a concern (Cited in Hassin, 2007). Failure to ad-
here to the open source licensing terms can lead to 
costly litigation, damage to a company’s reputation, 
and cost spent to remediate contaminated code. For 
example, in 2009, the Software Freedom Conservancy, 
Inc. brought legal action for copyright infringement 
against 14 commercial electronics distributors includ-
ing Westinghouse Digital Electronics, Best Buy, and 
Samsung (Klasfelld, 2011). These companies distrib-
uted code from BusyBox (an open source tool) in their 
products without adhering to the BusyBox license. The 
license stated that inheritors of BusyBox must make 
their own source code available to the public. Thus, li-
censing and copyright violations, in many cases result-
ing from code contamination, are substantial issues 
affecting vendors of software that leverages open 
source projects.

Within the cybersecurity domain, we investigated the 
extent to which projects with permissive open source 
package licenses (i.e., LICENSE and README files that 
refer to Apache, BSD, or MIT) are contaminated with a 
restrictive licensed file (GPL v1.0, 2.0, 3.0 ext). We ex-
amined more than 200 open source cybersecurity pro-
jects as an initial, exploratory study. By studying code 
contamination in open source cybersecurity projects 
and providing related insights about how contamina-
tion can be avoided, we ultimately seek to help de-
velopers make clean and profitable products.

Our motivation for analyzing the cybersecurity open 
source domain over other open source software do-
mains comes from the authors’ cybersecurity research 
exploring what tools can be used to create cybersecur-
ity products and what cybersecurity tools can support 
or differentiate non-cybersecurity software product of-
ferings. In addition, cybersecurity tools are vastly varied 
in type and function. Such tools include cyber-threat in-
telligence-sharing tools, software-defined radio tools, 
vulnerability and exploitation tools, and anti-virus 
tools. 

This article is divided into four sections. First, we re-
view the literature on open source licensing; how open 
source licensing can influence architecture; and how re-
strictive license contamination can lead to litigation. 
Next, we outline the origins of the sample projects that 
were studied and the analytical methods used. Then, 
we present our results, including information on the li-
cense types found in the study; the coding languages 
used; how well intellectual property rights are claimed 
in the sample; cases where restrictive licenses contam-
ination occurred in permissively licensed packages; 
and proposed areas for future work. We conclude with 
a summary of results and recommendations. 

Literature Review

Restrictive licenses are generally considered "viral" be-
cause they require a consumer of the licensed code to 
distribute their own derivative source code under that 
same license. “Proprietary code distributed with or 
alongside GPL-licensed [open source software] as part 
of a larger program or application can in many cases be 
deemed a “covered work” along with the [open source 
software]. This means that the entire covered work – 
the proprietary code and OSS – can only be distributed 
under the GPL license terms” (Gaff and Ploussios, 
2012). Permissive licenses allow consumers of the open 
source project to redistribute or sell the compiled bin-
ary without the need to expose any code to the public. 
Generally speaking, restrictive licenses allow con-
sumers of the open source project to redistribute the 
compiled binary under the condition that the source 
code of the binary must be made available to the public 
and that the binary and source code cannot be sold. 
Not adhering to license terms in open source software 
could results in a copyright infringement claim or 
breach of contract, which may in turn lead to prohibi-
tion of further sales, impoundment and destruction of 
combined software, and legal fees (Gaff and Ploussios, 
2012).
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Most licenses are reciprocal licenses meaning they 
force all derived works to be licensed under the same li-
cense associated with the original copy of the compon-
ent (Link, 2011). The General Public License (GPL; 
gnu.org/licenses/gpl.html) is the most common and notable 
example. Permissive licenses such as MIT (opensource.org/
licenses/MIT) and Apache (apache.org/licenses/) have fewer 
restrictions and generally do not require the user to dis-
tribute their own derived work. Due to the variation of 
terms in each license type, licenses can be incompat-
ible with each other if they are within the same open 
source package. In other words, if a developer is consid-
ering using multiple types of licensed open source pro-
jects, there is a risk that the licenses will not be 
compatible and that software therefore cannot be com-
bined (Lokhman et al., 2013). For instance, a package 
that is licensed with Apache 2.0 is not compatible with 
GPL 1.0. Therefore, GPL 1.0 code should not exist in the 
Apache-licensed package's code base. In this article, 
the terms “license conflict” or “contamination” refer to 
a project with a permissive license contains restrictively 
licensed code.

Open source licensing influencing architecture
We define derived work as the result of enhancing or 
editing open source software. Depending on developer 
intentions, either to distribute derived work or publish 
their work while maintaining copyright ownership, 
open source legality and licensing issues must be faced. 
One approach, used by the Linux kernel, is the "core-
periphery pattern" (Lokhman et al., 2013). The core of 
the Linux kernel owns the copyright for the core sys-
tem, while applications built around this system (i.e., 
on the periphery) can be replaced with different applic-
ations to allow any number of versions, or distribu-
tions, of Linux to be created for different purposes and 
systems. This approach allows for license-compatible 
customization, and thereby enables usability, scalabil-
ity, and modularity.

The main problem facing commercial companies are 
the obligations associated with the derived work (Ham-
mouda et al., 2010). First, they must be aware of the li-
censes of the different components used in their 
systems, and second, they must make sure all these li-
censes are compatible. However, in some cases, it is 
hard to find a suitable project that has the appropri-
ately compatible licenses and, therefore, software archi-
tecture considerations arise. 

Conflicts can prohibit the integration of open source 
components and require extra effort to understand the 
limitations of the licenses used (Link, 2011). Consider 

the difference between the Lesser General Public Li-
cense (LGPL; gnu.org/copyleft/lesser.html) and the GPL li-
cense (gnu.org/licenses/gpl.html). For code under the LGPL, 
the user is permitted to link it dynamically to other 
components without violating or enforcing the LGPL 
(Lokhman et al., 2013). In contrast, this same scenario 
with the GPL requires a separate executable if the soft-
ware code is not being released. Thus, this requirement 
of the GPL can affect the architecture of the entire sys-
tem, particularly when there is a mix of proprietary and 
open source components. For example, instead of link-
ing components with the GPL component through con-
trol-driven communication, data-driven relationships 
must be used instead (Hammouda et al., 2010). Another 
approach is to use the "isolation pattern", which separ-
ates components from each other to avoid license con-
flicts (Hammouda et al., 2010). Depending on the 
nature of the system (i.e., hosted, distributed, released 
as open source), the system architecture must appropri-
ately accommodate licensing obligations.

Contamination leading to litigation
There are many ways that a company's product can 
end up containing restrictively licensed source code, 
potentially triggering GPL-related litigation. Common 
violations include not distributing the source code of 
derivative works or failing to add appropriate copyright 
information or licenses to derivative works. 

Many GPL contamination cases that lead to litigation 
often go through the following process: 

1. Release:  a  third-party  developer  creates  original 
source that is released under GPL. 

2. Contamination:  a commercial entity "consumes" the 
GPL code and (knowingly or unknowingly) adds the 
code to their commercial product. 

3. Violation:  the commercial entity releases their GPL-
contaminated product while not adhering to GPL 
terms (i.e., they fail to make their own source code 
available to the public). 

4. Indictment: a company takes legal action against the 
GPL violator for not complying with GPL terms. 

5. Resolution: the outcome of litigation. 

The outcomes of litigation can be substantial, including 
but not limited to:

• Reputational damage

http://www.gnu.org/licenses/gpl.html
http://opensource.org/licenses/MIT
http://opensource.org/licenses/MIT
http://www.apache.org/licenses/
https://www.gnu.org/copyleft/lesser.html
http://gnu.org/licenses/gpl.html
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• Exposing customers to liability

• Threats of patent infringement for code tied to patents

• Making proprietary code open source

• Statutory damages

• Remediation costs of re-writing code

Research Method

The source code for over 200 cybersecurity projects 
were downloaded which included tools for penetration 
testing, forensic investigation, intrusion detection, visu-
alization, and network monitoring. We developed our 
dataset of projects by sampling a subset of the tools lis-
ted from the following three primary sources:

1. Kali Linux OS distribution (Offensive Security, 2015)

2. Department  of  Homeland  Security's  list  of  open 
source cybersecurity software (DHS, 2012)

3. Security Onion Linux OS distribution (Burks, 2015) 

An overall dataset of 334 open source cybersecurity pro-
jects was created and three levels of analysis was con-
ducted:

1. Attribution: Across all 334 projects, we determined 
the extent of: i) copyright information in each file, ii) 
license information in each file, iii) no copyright or li-
cense attribution in each file. The purpose of this ana-
lysis was to determine how many files across all 
projects have no copyright or license attribution and 
also what types of license attribution were applied to 
a file, if any.

2. License conflicts: Out of the 334 open source cyberse-
curity tools that we downloaded, tools for which we 
could confirm the package license from the project’s 
website or from the source code's package license 
(i.e., “COPYING” or “LICENSE” file) were selected for 
an analysis of license conflicts. The resulting subset 
of 255 projects were examined for evidence of GPL 
file contamination in a permissively licensed pack-
age. To look for patterns in the appearance of license 
conflicts, we evaluated license conflicts against the 
number of lines of code per package and the types 
and number of coding languages used in each of 
these projects. 

3. Third-party code: Across a sample of 243 projects 
where we could confirm the licenses, we assessed the 
volume of third-party code as a proportion of the 
total code volume in each project. To look for pat-
terns in the appearance of license conflicts, we evalu-
ated license conflicts against the lines of code per 
package. 

To conduct the three levels of analysis described above, 
we scanned and analyzed the downloaded software 
packages using Protecode's Enterprise System 4 code-
scanning engine (protecode.com/our-products/system-4/). 
The analyses included determination of the number of 
lines of code per package; likely third-party volume per 
package; license type per package; programming lan-
guages used per package; if a copyright or license exis-
ted in a code file; and if a license conflict existed in a 
package. Protecode has a database containing millions 
of files from many open source projects hosted on sev-
eral forges. When scanning the downloaded code, Pro-
tecode generates signatures and hashes that it 
compares against signatures of the files stored in Prote-
code's database. In this manner, Protecode's tools can 
identify if there are any matching files thereby indicat-
ing a file or part of the file exists in an open source pro-
ject. Protecode also stores information regarding 
copyright and licenses of the open source projects 
found in the database, which will help identify any li-
cense conflicts between the open source components 
identified in the scanned code. 

Results

Across the 255 projects where licenses could be determ-
ined, 24% had permissive licenses. Four packages out 
of the 61 permissively licensed projects were confirmed 
of being contaminated with GPL code. GPL contamina-
tion was confirmed by checking if the permissively li-
censed package contained a file with a GPL attribution 
(i.e., a GPL license within the file or a reference to a GPL 
license within the file). The cases of GPL contamination 
include permissively licensed packages that included 
one or more GPL licensed files or including whole GPL 
licensed packages (*.js, *.py, *.tar).

We also found other cases where GPL contamination 
might have occurred, but it could not be confirmed 
with high certainty. For example, two permissively li-
censed projects may have inherited GPL code (modi-
fied or un-modified) and the GPL code does not 
contain a GPL reference within it. In another case, we 
found information on the project website that claimed 

http://www.protecode.com/our-products/system-4/


Technology Innovation Management Review February 2016 (Volume 6, Issue 2)

32www.timreview.ca

License Compliance in Open Source Cybersecurity Projects
Ahmed Shah, Selman Selman, and Ibrahim Abualhaol

that a particular package was permissively licensed; 
however, when we downloaded the package, we found 
that the license was, in fact, restrictive. 

Figure 1 compares the permissively licensed packages 
that are GPL contaminated with those that are not con-
taminated using a cluster plot of the total lines of 
unique code versus lines of third-party code. The figure 
shows that contaminated projects each have over 
10,000 lines of third-party code and over 1,000 lines of 
unique code, although no other pattern is evident in 
this dataset, which contains only four cases of contam-
ination. 

Package licenses
Out of the 255 projects for which licensing information 
was available, 61 (24%) were found to have permissive 
licenses (i.e., MIT, BSD, or Apache). BSD-licensed pro-
jects were most common, accounting for nearly a third 
of permissively licensed projects and highlighting the 
flexibility inherited in this license. The MIT and Apache 
licenses were also common, each accounting for about 
15% of the remaining permissively licensed projects. Of 
the permissively licensed packages contaminated with 
GPL-licensed code, two were licensed under BSD, one 
was licensed under MIT, and one contained a mix of 
permissive licenses.

The other 194 (76%) of 255 projects for which licensing 
information was available included a restrictively li-
censed (i.e., GPL) projects. One package was found to 
have a EUPL 1.1 license, which contained files that al-
luded to being GPL licensed. This package was 
grouped into the restrictive license category. Also in-
cluded where packages were licensed under an LGPL 
(v3, v2, or v2.1), which could be considered moder-
ately restrictive. 

Figure 2 plots the number of programming languages 
used in each project against the number of lines of 
code for permissively and restrictively licensed pack-
ages. Figure 2 shows that packages with more than 
1,000 lines of code are likely using one, two, or more 
languages, whereas packages with over 100,000 lines 
of code are likely using two or more programming lan-
guages. The GPL contamination boxes show the loca-
tion of permissively licensed packages with GPL 
contamination. Out of the sample of 344 projects 
(which included projects that had licenses that could 
not be confirmed), the three most commonly used 
programming languages were C, Python, and PERL. 
This distribution of the four cases of GPL-code found 
in permissively licensed packages shows that contam-
ination can occur regardless of the number of lan-
guages used. 

Figure 1. Cluster plot of projects with permisive pack-
age licenses by lines of unique code and likely third-
party code 

Figure 2. Programming languages versus total lines of 
code in restrictively licensed and permissively licensed 
packages, including evidence of GPL contamination in 
permissively licensed packages 
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Copyright and license information in code files
Often, when open source code is brought into projects, 
what is inherited is not the entire package of another 
project, but only a code snippet or a file from that pro-
ject. If intellectual property claims (copyright) or li-
censes are not embedded within the file, there is a risk 
that the file could be mistakenly be used in a per-
missively licensed project, and this mistake could then 
be propagated into other projects, leading to viral con-
tamination. In our dataset of 334 packages, in which we 
found 151,187 files (not including binaries), 39% of the 
files had no copyright information or did not refer to a 
license. For the files that did have either copyright or li-
cense information, 2% percent only made reference to 
a license, 43% made reference to a license and con-
tained copyright information, and 16% only had copy-
right information (Table 1). Out of the 45% that did 
refer to a license, 63% of the files made reference to 
GPL, and 13% were standalone (not mixed) Apache, 
BSD, or MIT licensed. 

Volume of third-party code
Protecode Enterprise Server 4 was used to determine 
the amount of third-party code that likely exists in each 
project in our subsample of 243 projects. When the Pro-
tecode software scans a file, it compares it against its 
database of known third-party code. If the Protecode 
software provided a suggested best match of third party 
for a file, for the sake of this article, we treat the entire 
file as third-party code. 

Figure 3 presents the distribution of lines of code across 
projects, highlighting the third-party code and also the 
permissively licensed packages that are contaminated 
with GPL material. Figure 4 shows the distribution of 
projects by the percentage of the code within the pro-
ject that is likely from a third party. Around 145 projects 
contain 0% to 10% third-party code while around 20 
projects contain 90% or more third-party code. Across 
all projects, the average volume of third-party code is 
27%.  

Table 1. Copyright and license information in 334 open source cybersecurity projects 

Figure 3. Extent of third-party code in the 243 sampled 
projects, ordered by total lines of code in each project



Technology Innovation Management Review February 2016 (Volume 6, Issue 2)

34www.timreview.ca

License Compliance in Open Source Cybersecurity Projects
Ahmed Shah, Selman Selman, and Ibrahim Abualhaol

Future Work

This article provided an initial, exploratory analysis of 
open source cybersecurity projects to provide insight 
on open source license conflicts. Our results provide de-
velopers with insights into the characteristics of open 
source cybersecurity projects in terms of lines of code, 
languages used, and license types. In addition, we tried 
to identify the risk of permissively license projects be-
ing contaminated with GPL and the extent to which de-
velopers are adding copyright and license references to 
their code. 

Future work could include statistical correlation analys-
is between different attributes, investigating a greater 
number of attributes (e.g., the number of contributors), 
and analyzing more projects to increase the power of 

the analysis in terms of detecting or ruling out the ap-
pearance of cluster patterns. Such work could lead to a 
classification of contamination probabilities based on a 
k-Nearest Neighbour (KNN) Algorithm. 

Conclusion

We found that the open source cybersecurity com-
munity is not adding copyright information or license 
references to files to claim intellectual property rights: 
39% of files did not have copyright or license attribution. 
We suggest that managers should implement policies of 
adding copyright and licenses to their source code to en-
sure that intellectual property rights are claimed and to 
also make sure that GPL source code might not accident-
ally be consumed and contaminate a commercial 
product. We also found that there is no guarantee that 
packages with permissive licenses are not contaminated 
with restrictive licensed material: four out of 61 per-
missively licensed projects were contaminated with re-
strictive licenses. In addition, 76% of open source 
cybersecurity projects had restrictive package licenses 
and 24% had permissive package licenses. These find-
ings suggest that the options for reusing open source 
code in the cybersecurity space are small with respect to 
selling proprietary software. However, the majority of re-
strictive licenses can be monetized through comple-
mentary services of open source products. Although 
much of the existing literature discusses the issue of 
open source licensing, licensing conflicts, and licensing 
compatibility, these studies are often light on data. In 
this study, we examined a dataset of over 300 open 
source cybersecurity projects and provides a stepping-
stone for further investigation in the open source cyber-
security domain. Although our findings revealed only 
four cases of contamination across 344 open source cy-
bersecurity projects, the potential ramifications of such 
contamination for those individual warrant further 
study into how companies can mitigate this risk. 

Figure 4. Histogram of number of projects versus the 
portion of package that is likely third-party code 
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TIM Lecture Series

Insights from Success and Failure
in Technology Businesses

Chris McPhee, Peter Carbone, and Sean Silcoff

Overview

The TIM Lecture Series is offered by the Technology
Innovation Management (TIM; timprogram.ca) program 
at Carleton University in Ottawa, Canada. The lectures 
provide a forum to promote the transfer of knowledge 
between university research to technology company ex-
ecutives and entrepreneurs as well as research and de-
velopment personnel. Readers are encouraged to share 
related insights or provide feedback on the presenta-
tion or the TIM Lecture Series, including recommenda-
tions of future speakers. 

The first TIM lecture of 2016 was held at Carleton Uni-
versity on January 27th in celebration of the recent pub-
lication of the 100th issue of the Technology
Innovation Management Review (timreview.ca/issue/2015/
november). Chris McPhee, Editor-in-Chief of the TIM Re-
view, and Tony Bailetti, Director of the TIM Program, 
invited two speakers – Peter Carbone and Sean Silcoff – 
to share lessons from studying key factors that have led 
to success and failure in technology businesses. This 
event also marked the launch of a new book comprising 
of the journal's 15 most popular articles as the latest in-
stallment in the Best of TIM Review book series 
(timbooks.ca). 

Summary

Introduction: Chris McPhee
To set scene for the event, Chris McPhee described the 
evolution of the TIM Review and the recent publication 

of its 100th issue. This monthly, peer-reviewed journal 
has been published out of Carleton University's TIM pro-
gram since 2007. It was first named the Open Source 
Business Resource and focused on the question of how 
businesses can make money by leveraging something 
that is free, namely open source software (McPhee, 
2011). After publishing its first 50 issues, the journal was 
relaunched in October 2011 as the Technology Innova-
tion Management Review. 

The journal emphasizes research-based solutions to 
practical, real-world problems in emerging domains. It 
provides its authors and guest editors with opportunities 
to explore and legitimize new ideas. And, to encourage a 
diversity of perspectives – both in terms of having a glob-
al reach and receiving contributions from academia, in-
dustry, the public sector, etc. – the journal is open access 
and has no author charges (timreview.ca/authorguidelines).

In the 100th issue, McPhee (2015) contributed an article 
that looked back over the journal's first 100 issues, the 
themes they covered, trends in authorship and reader-
ship, and future opportunities and challenges for the 
journal. In its 100 issues, the journal has featured more 
than 500 articles by more 600 authors. The majority of 
authors have been from the Americas (55%) and Europe 
(40%), but the readership has been more internationally 
diverse, with the Americas accounting for 33%, Europe 
30%, Asia 25%, Oceania 7%, and Africa 5%. The TIM Re-
view website welcomes more than 27,000 unique visitors 
per month, with totals exceeding 600,000 unique visitors 
and 1,000,000 pageviews since the 2011 relaunch.

If the rise and fall of BlackBerry teaches us anything, 
it is that the race of innovation has no finish line 
and winners and losers can change place in an 
instant. We live in an era of disruption where we are 
one algorithm away from being rendered redundant.

Sean Silcoff
Business journalist and writer

“ ”

http://timprogram.ca
http://timreview.ca/issue/2015/november
http://timbooks.ca
http://timreview.ca/authorguidelines
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With no author charges and a full open-access model 
(all articles are free to readers), McPhee explained that 
funding must come from other sources. A recent initiat-
ive is the development of a "Best of TIM Review" ebook 
series, and the seventh book in the series was launched 
during the TIM Lecture. The proceeds from every book 
sold go towards the ongoing operation of the journal.

This new book – titled Best of TIM Review: Most Popular 
Articles (McPhee, 2016; amazon.ca/dp/B01AZW6J98/) –
features the 15 most popular articles published in the 
TIM Review based on visits to the website. It provides 
valuable insights on fostering entrepreneurship, man-
aging innovation and teams, and delivering value to 
customers, and it will be of interest to entrepreneurs, 
managers, researchers, and others.

The TIM Books website (timbooks.ca) provides details on 
the entire TIM Books series, which includes the follow-
ing titles:

1. For Technology Entrepreneurs

2. Business Models for Entrepreneurs and Startups

3. Value Co-Creation

4. Cybersecurity

5. Open Source for Entrepreneurs

6. Living Labs

7. Most Popular Articles

Part I: Peter Carbone – Lessons from the Evolution of 
Business
In inviting a speaker to mark the occasion of the 100th 
issue of the TIM Review, Peter Carbone was the obvious 
choice given his many contributions dating back to his 
authorship of the first article ever published in the 
journal (Carbone, 2007) and several subsequent contri-
butions, including an article that appears in the new 
ebook of the journal's most popular articles. He has 
also contributed as a top-quality guest editor, reviewer, 
and advisory board member, and he has been a key 
factor in the journal's success. In the first part of the 
TIM Lecture, Carbone shared the lessons he has 
learned about the evolution of business as a technology 
executive and practitioner of strategic planning, and he 
mapped this evolution to the corresponding changes 
seen in the topics explored in the TIM Review over its 
first 100 issues. 

Carbone explained that, over the last 30 to 40 years, 
there have been enormous shifts in virtually every 
factor that affects a successful business, and, for much 
of this time, industry has worked with academia to try 
to understand the levers to gain competitive advantage, 
or to even just keep up in the market. Based on ex-
amples from his experiences with this evolution in the 
telecommunications industry, Carbone identified sev-
en areas of insight and key lessons learned, which are 
summarized below: 

1. Customers

• Sales is not about the product; it is about putting the 
customer's well-being ahead of your own. Engage 
with customers, and make sure they are always at the 
table and part of the solution. 

• Long-term planning is strategically critical for any 
company. It helps you decide what to do, but also 
what not to do and with whom to partner.

• You have to understand the physics of a deal. Is the 
customer right? What are they really asking for? Do 
they really know what they need or what technology 
to bet on? Do your homework and have your own 
opinion.

2. Competition

• There is always competition, and it increasingly com-
ing from unique and disruptive combinations of fun-
damental elements.

• Business model disruption is hard to anticipate, ad-
dress, or leverage.

• The winner is the one who appropriates value, not ne-
cessarily the one who creates it. And, there are differ-
ent ways to appropriate value.

3. Open Source

• Open source is a valuable strategic tool, not just an en-
gineering tool. 

• It can be used to take out competition by reducing 
their strategic advantage, thereby shifting the value to 
where a company can compete.

• Open source facilitates collaborative innovation, but 
there are cultural implications: developers and man-
agers must overcome the perceived need to own and 

http://www.amazon.ca/dp/B01AZW6J98/
http://timbooks.ca
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control everything and instead learn to trust and work 
with a community.

4. Business ecosystems

• An ecosystem can magnify capability, enhance reach, 
and improve responsiveness. The benefits of a suc-
cessful ecosystem are substantial, but setting one up 
is easier said than done, largely because of trust issues.

• Particularly for custom development, a business eco-
system can be a mechanism for partnership with cus-
tomers.

• Success depends on the ecosystem providing a "win-
win" for everyone in terms of commercial success. Par-
ticipants must have mutual self-interest.

5. Mergers and acquisitions

• Mergers and acquisitions are a popular mechanism to 
address time to market, to contain investment, to 
enter new markets, and for the scaling or exit of star-
tups.

• There are various possible models of integration: the 
right choice depends on what is motivating the mer-
ger or acquisition. For details, see Carbone (2011).

6. Investments in the future

• Large companies manage investment across three ho-
rizons: immediate impact (H1), short-term impact 
(H2), and long-term impact (H3). The challenge is to 
balance investment across all three horizons without 
sacrificing one at the expense of another. This task is 
not easy because each horizon has different, and often 
competing, characteristics.

7. People

• A CEO requires deep knowledge of the business but 
cannot succeed if their influence clashes with the 
company culture; they must command respect and be 
followed. Trust and respect drive productivity. 

• Empowering means incenting, but you must create a 
specific incentive to achieve a particular outcome.

• A company is a complex community that should be 
leveraged, not overridden.

Part II: Sean Silcoff – Lessons from the Rise and Fall of 
BlackBerry
Next, Sean Silcoff provided an inside look at the rise 
and fall of one of Canada's most iconic brands, as docu-
mented in his recent book Losing the Signal (McNish & 
Silcoff, 2015). Silcoff spoke about BlackBerry under the 
leadership of former CEOs Jim Balsillie and Mike Lazar-
idis. The book, co-written with Jacquie McNish, grew 
from a major feature investigation published in Septem-
ber 2013 in the Globe and Mail about the downfall of 
the Canadian company (Silcoff et al., 2013). 

Silcoff shared profiles of the two former co-CEOs, their 
personalities and strengths and weaknesses, and how 
they were both mismatched and complementary within 
their unusual joint leadership of Research in Motion 
(now BlackBerry). He characterized the company's rap-
id growth and how it established a dominant position 
in a market it created only to see their advantage slip 
away as Apple and others disrupted and redefined the 
smartphone industry. 

Key lessons Silcoff shared from the investigation and 
book included: 

1. Timing is everything: you need the right product in 
the right place at the right time.

2. Conviction is very important: you cannot always 
listen to what customers think they need.

3. Innovation without commercialization is not 
enough: you need to get the technology into people's 
hands. 

4. Leadership is key: you can have co-CEOs, but any 
board that allows such a structure must regularly revisit 
the arrangement, possibly as often as every board meet-
ing.

5. Technology is only part of the disruption story: it is 
just as important to change the rules to destabilize leg-
acy businesses. 

6. With the current rates of innovation, time is a luxury 
that you cannot afford.
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About the Speakers

Chris McPhee is Editor-in-Chief of the Technology 
Innovation Management Review. Chris holds an 
MASc degree in Technology Innovation Manage-
ment from Carleton University in Ottawa, Canada, 
and BScH and MSc degrees in Biology from Queen's 
University in Kingston, Canada. He has over 15 years 
of management, design, and content-development 
experience in Canada and Scotland, primarily in the 
science, health, and education sectors. As an advisor 
and editor, he helps entrepreneurs, executives, and 
researchers develop and express their ideas.

Peter Carbone is a successful executive known for 
his thought leadership, business acumen, and tech-
nology leadership. He is often called on to address 
new business and technology challenges. Peter is a 
pathfinder with a track record of creating innovative 
solutions, strategically managing technology and in-
novation, successfully launching and running new 
businesses, and leading business development initi-
atives. Peter has held CTO, R&D, and senior busi-
ness positions in several high-tech companies, and 
he has led or been directly involved with several 
technology company acquisitions. Peter has been 
engaged as technical advisor to startups, is part of 
the faculty of an entrepreneur development pro-
gram that has created >100 new companies, and has 
been on the boards of US-based Alliance for Tele-
communications Industry Solutions (ATIS) and a 
not-for-profit economic development company. He 
is past Vice-Chair of the Executive Committee of the 
Information Technology Association of Canada (IT-
AC) and Chair of an ITAC committee, which is fo-
cused on the Global Competitiveness of Canada’s 
Knowledge Economy. Peter is also a member of the 
Advisory Board and Review Board of the Technology 
Innovation Management Review.
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Author Guidelines

These guidelines should assist in the process of translating your expertise into a focused article that 
adds to the knowledge resources available through the Technology Innovation Management Review. 
Prior to writing an article, we recommend that you contact the Editor to discuss your article topic, 
the author guidelines, upcoming editorial themes, and the submission process: timreview.ca/contact

Topic

Start by asking yourself:

• Does my research or experience provide any new insights
or perspectives?

• Do I often find myself having to explain this topic when 
I meet people as they are unaware of its relevance?

• Do I believe that I could have saved myself time, money,
and frustration if someone had explained to me the is-
sues surrounding this topic?

• Am I constantly correcting misconceptions regarding
this topic?

• Am I considered to be an expert in this field?   For ex-
ample, do I present my research or experience at con-
ferences?

If your answer is "yes" to any of these questions, your 
topic is likely of interest to readers of the TIM Review.

When writing your article, keep the following points in 
mind:

• Emphasize the practical application of your insights 
or research.

• Thoroughly examine the topic;  don't leave the reader
wishing for more.

• Know your central theme and stick to it.

• Demonstrate your depth of understanding for the top-
ic, and that you have considered its benefits, possible
outcomes, and applicability.

• Write in a formal, analytical style. Third-person voice is
recommended;  first-person voice may also be accept-
able depending on the perspective of your article.

Format

1. Use an article template:   .doc    .odt 

2. Indicate if your submission has been previously pub-
lished elsewhere. This is to ensure that we don’t in-
fringe upon another publisher's copyright policy.

3. Do not send articles shorter than 1500 words or 
longer than 3000 words.

4. Begin with a thought-provoking quotation that 
matches the spirit of the article. Research the source 
of your quotation in order to provide proper attribu-
tion.

5. Include a 2-3 paragraph abstract that provides the 
key messages you will be presenting in the article.

6. Provide a 2-3 paragraph conclusion that summarizes 
the article's main points and leaves the reader with 
the most important messages.

7. Include a 75-150 word biography.

8. List the references at the end of the article.

9. If there are any texts that would be of particular in-
terest to readers, include their full title and URL in a 
"Recommended Reading" section.

10. Include 5 keywords for the article's metadata to as-
sist search engines in finding your article.

11. Include any figures at the appropriate locations in 
the article, but also send separate graphic files at 
maximum resolution available for each figure.

http://timreview.ca/contact
http://timreview.ca/sites/default/files/TIMReview_template.doc
http://timreview.ca/sites/default/files/TIMReview_template.odt
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TIM is a unique Master's program for innovative 
engineers that focuses on creating wealth at the early 
stages of company or opportunity life cycles. It is offered 
by Carleton University's Institute for Technology 
Entrepreneurship and Commercialization. The program 

provides benefits to aspiring entrepreneurs, employees seeking more senior 
leadership roles in their companies, and engineers building credentials and 
expertise for their next career move.

www.carleton.ca/tim

http://www.carleton.ca/tim
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